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1
SYSTEM AND METHODS FOR
VISUALIZING INFORMATION

CROSS REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. provisional
application No. 61/658,759 filed Jun. 12, 2012, which is
incorporated by reference herein in its entirety.

STATEMENT CONCERNING FEDERALLY
SPONSORED RESEARCH

This invention was made with government support under
NSF CNS-0959053 awarded by the National Science Foun-
dation. The government has certain rights in the invention.

FIELD OF THE INVENTION

The present invention generally relates to an improved
system and methods for visualizing information.

BACKGROUND OF THE INVENTION

Visualization is often an effective means for viewers to
gain insight into a research subject. Nearly one-third of the
human brain is devoted to processing visual information.
Viewing a subject in a variety of perspectives or dimensions
may permit a viewer to understand certain details about a
subject that would not be evident from other means of
providing information about the subject. In addition, without
viewing the subject, ascertaining information about the
subject may take considerable time. Visualization also may
permit enhanced communication about a research subject
and may permit improved interpretation of a research sub-
ject by expert and lay viewers.

Accordingly, certain devices have been developed for
viewing a research subject. However, certain limitations are
associated with each of these conventional devices for
permitting visualization of information.

For example, certain known devices—microscopes—per-
mit the viewing of a relatively small research subject.
However, such devices typically are configured to permit
only one person or possibly two people to view the subject
at a time. Also, although the research subject may be
magnified to a certain degree, the full context of the details
of the research subject may not be presented to the viewer.

Certain known devices are intended to permit a viewer to
visualize a somewhat larger image of a research subject.
Such devices often include projectors to project, or “throw”
an image onto a wall. While projectors, such as cathode ray
tube projectors, are capable of providing relatively large
sized images, such images often have low resolution. One
projector is known to provide up to eight megapixels of
display resolution. Also, some projectors require mainte-
nance such as geometry and color calibration when the bulbs
are changed and can be used only to project two-dimen-
sional images. In addition, certain projectors require a long
throw distance, such that the projector must be positioned a
certain distance from the surface on which it will project.
Such projectors often require that no object or viewer is
positioned between the projector and the surface on which it
will project. With respect to such devices, the viewer or
viewers cannot position themselves close to or adjacent to
the screen to examine detail of the image since such posi-
tioning will block the projected image from reaching the
screen.
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Other conventional devices may include two projectors to
project a three-dimensional image. Such a three dimensional
image—termed a “stereoscopic image”—relies on the cre-
ation of an illusion based on the effect of binocular vision.
Stereoscopic images may be created by projecting a first
perspective of a two-dimensional image to the left eye and
a second perspective of the two-dimensional image to the
right to the right eye of the viewer. Typically, the viewer’s
brain processes these images such that the viewer perceives
a three-dimensional image. Viewing certain stereoscopic
images result in eyestrain or distortion of the image. Certain
eyewear seek to decrease, but typically do not eliminate such
effects. In addition, using two projectors to create a single
stereoscopic image often limits the size and scope of the
image.

Devices have been developed that use four projectors to
project or rear-project images on four walls, including three
side walls and a floor wall. Such devices may permit the
viewer to perceive three-dimensional images in four direc-
tions—e.g., forward, left, right, and downward. However,
such devices typically are expensive, require high degree of
maintenance, require a considerable amount of space for the
projectors, and need at least four unobstructed walls. Over-
all, these projector-based devices are limited by the resolu-
tion, brightness, and contrast capabilities of each projector.

To avoid certain disadvantages associated with projector-
based devices, equipment has been developed that use liquid
crystal display or “LLCD” panels to permit display of an
image. In certain devices, multiple LCD panels are posi-
tioned adjacent to one another to form a single image as
viewed on the collection of panels. When these multiple
LCD panels are placed adjacent to one another, the panels
often include a large border margin such that the screen
portion of each panel is disrupted and generally non-con-
tinuous.

Also, certain LCD panels used in known devices utilize a
3D creation layer configured to create a 3D effect. Examples
of' a 3D creation layer include a micropolarization layer or
a patterned-retarder barrier. In certain embodiments, a pat-
terned-retarder barrier may be aligned directly with the
pixels of the screen. Such a configuration often establishes
a “ghosting” effect to be produced when the viewer is
positioned relative to the LCD in certain positions—e.g.,
vertically off-axis from the center. “Ghosting” occurs
because the viewer perceives an object displayed via the
LCD with a replica of the transmitted object, offset in
position, super-imposed on top of the intended object. The
“ghosting” effect may be caused by an image intended for
one eye leaking through to an image intended for the other
eye. Clearly, such “ghosting” effect is distracting, disrupts
the viewer’s experience, and makes it more difficult to
perceive specific details about the research subject.

Other known LCD devices alternate display of left and
right eye images, which is called field-sequential stereo.
These devices typically do not suffer from off-axis ghosting
but require electronics to be imbedded in the glasses to
synchronize with the switching of the images on the monitor.
Furthermore in a tiled configuration, these panels must be
perfectly synchronized with each other to function properly.

Certain other devices use LCD panels to generate what is
called an autostereoscopic display in which the viewer does
not need eyewear to perceive the three-dimensional image.
Certain LCD panel permit display of only two-dimensional
images (monoscopic display), and certain LCD panel permit
display of both three-dimensional images and two-dimen-
sional images (stereoscopic display) in the same panel.
Devices configured to permit two-dimensional viewing may
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provide tens to hundreds of megapixels of resolution. How-
ever, the devices configured to permit two-dimensional and
three-dimensional display are typically around 2 megapix-
els. Such a low display resolution does not permit viewing
of certain details of an image, decreases the viewer experi-
ence, and reduces the ease with which multiple viewers may
perceive the image.

Accordingly, there is a demand for a system and methods
for visualizing information capable of simultaneously gen-
erating a stereoscopic display and a monoscopic display in
the same display panel at an ultra-high resolution. The
present invention satisfies this demand.

SUMMARY OF THE INVENTION

Certain embodiments of the present invention are config-
ured to permit the visualization of information. Although the
present invention is discussed largely in reference to visu-
alizing information directed to one or more research sub-
jects, the discussion is merely exemplary. The present inven-
tion is applicable to visualizing any type of information and
content and may be used for many purposes including
educational, medical, scientific, financial, and entertainment
purposes.

For purposes of this application, a “research subject” or a
“subject” generally may include a physical item, a non-
physical element, a collection of physical items, a collection
of non-physical elements, or a collection including physical
items and non-physical elements. A physical item may
include any item with a tangible component, including
biological items such as healthy or pathological cells, tis-
sues, organs, organisms, or microorganisms, land and geo-
logical features, astronomy items, extragalatic data items,
atmospheric items, meteorological items, environmental
items, architectural items, computer science hardware items,
detailed reconstruction of art exhibits, to name a few.

A non-physical element of a research subject includes
observations about physical items, principles related to
physical items, statistics, formulas, and other data that are
not tangible or are only tangible for a transitory period of
time. Examples of non-physical elements include observa-
tions about behavior, group dynamics, comparison of com-
puter interfaces targeted to different users, large-scale com-
putations, evaluations of advanced data access techniques
for real-time large-scale data visualization applications, size
constancy in a virtual environment, interplay of multiple
interaction tools in large-scale visual immersive environ-
ments, psychophysics of visual perception, visual motor
coordination, and combining robots and virtual reality for
rehabilitation, protocol for stroke patients in which an actu-
ated glove orthosis is used to create hand rehabilitation
therapy, computer-generated stereoscopy using micropolar-
izing arrays specifically targeting algorithms for interleaving
the view channels displayed on a panel, thermonuclear
mechanism in Type IA supernovae, flow of fluids, strength
of polymers, efficiency of catalysts, evaluation of pollution
and ground water contamination, and urban traffic simula-
tions, to name a few.

Certain embodiments of the present invention may be
configured to permit visualization of research information in
the form of an image, a video, a live-feed, a graph, a chart,
an illustration, or another representation of information. For
purposes of this application, the term “representation”
means a depiction of any research subject. Certain repre-
sentations may be configured or adapted specifically for
display by the system of the present invention. Other rep-
resentations may be general representations viewable in
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4

many ways, but also capable of being viewed using the
system and methods of the present invention.

The system and methods of the present invention may
include a number of elements. For example, one preferred
embodiment includes a visualization element and an infra-
structure element. Other embodiments may optionally
include an audio element, user input element, controller
element, and data storage element.

Examples of a visualization element include a liquid
crystal display with 2-dimensional (2D) display capability, a
light emitting diode monitor with 2D display capability, a
liquid crystal display with 3-dimensional (3D) display capa-
bility, a light emitting diode monitor with 3D display capa-
bility, a light emitting diode monitor with 2D/3D dual
display capability, and a liquid crystal display with 2D and
3D dual display capability, the last of which is also termed
a hybrid viewing experience for the user.

A visualization element that includes both 2D and 3D
capability is improved over known combination 2D and 3D
devices by decreasing the “ghosting” effect. More specifi-
cally, a visualization element may include a first layer of
pixels. Each pixel includes an inner segment defined by an
outer border. The outer border may take any shape, but in
certain embodiments, includes a polygon that has at least
two generally parallel border edges. Another layer of the
visualization element may include a patterned-retarded bar-
rier which has alternating lines of polarization. More spe-
cifically, a first line of polarization may be negative, the
directly adjacent line of polarization is positive, the next
directly adjacent line of polarization is negative, and so on,
continuing to alternate polarity with each line of polariza-
tion. The patterned-retarder barrier may be positioned
directly or indirectly adjacent to the layer of pixels such that
the inner segment of each pixel is in contact with a portion
of only one line of positive polarization and only one line of
negative polarization. Such placement of the patterned
retarded barrier is considered “shifted” relative to an alter-
nate configuration in which each line of polarization is
generally aligned with each pixel such that the inner seg-
ment of each pixel is generally in contact with only one type
of polarization line.

Advantageously, the visualization elements may be con-
figured to provide 2D-3D dual functionality at an ultra-high
resolution. Examples of ultra-high resolution levels include
1366x768 pixels and 1920x1080 pixels. Visualization ele-
ments also may include 4K screens. The embodiments of a
visualization element includes one or more dual function,
high resolution liquid crystal display monitors, which will
be termed a “display element” for purposes of this applica-
tion. Certain embodiments are configured to provide a
resolution matching or surpassing human visual acuity of
20/20. The massive resolution afforded by display elements
of the present system enables users to view and juxtapose
large collections of high-resolution visualizations generated
in real-time from computer clusters housed at supercomput-
ing facilities around the world.

Certain embodiments of the present invention include one
or more display elements. The one or more display elements
may be configured to include a minimized border margin
such that when multiple monitors are positioned directly
side-by-side or directly top-to-bottom, the gap between the
respective screens is minimized. In certain embodiments, the
gap between the respective screens may be as little as 5 mm
to 7 mm. Certain embodiments of the present invention are
configured to permit positioning of two or more monitors
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such that the screen portion of the monitors form an almost
seamless, almost completely continuous compound display
component.

Embodiments that include a compound display compo-
nent having two or more display elements also may include
an infrastructure element. An infrastructure element is con-
figured to permit arranging or positioning the two or more
display elements in a display geometry. Advantageously,
when multiple small or medium sized display elements are
positioned relative to the infrastructure, the border of each
display element acts a joint such that many display geom-
etries are possible. Examples of a display geometry include
a table configuration, a chair configuration, a wall configu-
ration, a floor configuration, ladder configuration, or other
configuration. An infrastructure element may include gen-
erally vertical support elements, generally horizontal sup-
port elements, generally linear support elements, and gen-
erally round support elements, any of which may be
connected or positioned relative to one another to form a
frame. One such frame is termed a truss structure. Another
frame includes a truss structure and a removable hanging
display unit. A removable hanging display unit is configured
to be attachable to one or more display elements and
connectable, and also removable from the truss structure
such that the one or more display elements may be easily
positioned and re-positioned relative to the truss structure.
Attachment elements may be configured to removably or
fixedly attach the display elements to components of the
frame. Examples of attachment elements include hangars,
hooks, hook and loop elements, male and female elements,
adhesive, nut and bolts, and clamps, to name a few.

Certain embodiments of the present invention are config-
ured to improve the viewer perspective perceived via the
compound display component. For example, in certain
embodiments, the system is configured to utilize a single-
viewer-centered-perspective. In such embodiments, that
which is the focal point of the research subject on display is
featured in the display element which the user is facing. In
such embodiments, the system may be configured such that
the user is always or generally facing a specific direction.
For example, the system may include a user input compo-
nent such as a stationary chair or other stationary device
configured to support a user. Clearly, such a stationary chair
may facilitate the user facing a specific direction and,
accordingly, the system may always feature the focal point
of that which is being displayed in the display element in the
user’s predicted line of sight. In other embodiments, the
system includes a user input component configured to detect
the direction that the user is facing in order to analyze which
display element will display the focal point of the research
subject in the representation.

In still additional embodiments, the system is configured
to display not only a single-viewer-centered-perspective, but
also, a panoptic-stereoscopic-perspective, wherein the
images displayed as if the user was facing every display
element simultaneously. Advantageously, such embodi-
ments facilitate use of the system by multiple users simul-
taneously. In addition, such embodiments facilitate
improved user experience of the system even for single users
that use the system at different times because, for example,
each user may be a different height (and therefore naturally
focus on different portions of the display element than
someone of a different height).

Because traditional virtual reality environments use
viewer-centered perspective, one effect that typically occurs
is that when the tracked user looks 180 degrees away from
a given stereo screen, the stereo reverses. While this is
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acceptable for a single user, given they are no longer looking
atthe screen, it poses a problem for other audience members.
To solve this issue, certain embodiments of the present
invention support panoptic stereo. Techniques similar to
Panoptic stereo have been implemented in the past to
support multi-user stereo without generating multiple views.
When Panoptic stereo is enabled, the system tracks the main
viewer’s position in the system, but generates head orien-
tation information based on each display plane normal. This
way, the stereo frustum is projected outward to each display
panel, preserving stereo separation for each user in the
system. An additional benefit of panoptic stereo is its inde-
pendence from frame latency: when users move their head
around, stereo will look correct regardless of the application
frame rate, leading to a much more comfortable viewing
experience.

While preferred embodiments of the present invention do
not require a projector, certain embodiments of the present
invention incorporate not only a display element, but also a
projector configured to augment the representation provided
by the display element.

Some preferred embodiments of the present invention
include an audio element. Examples of an audio element
may include one or more speakers, multichannel immersive
audio controller, digital to analog converter, and analog to
digital converter. Certain embodiments of the present inven-
tion utilize audio software that permits users of the system
and methods to create aural experiences that exceed limita-
tions set by typical proprietary audio software/hardware
(e.g. Dolby 5.1 or 7.1 surround sound). For example, an
Application Programming Interface may provide applica-
tions with the ability to link 3D visual objects with audio
samples, and accordingly, create object-oriented sound, that
will be synthesized by the multichannel immersive audio
controller. The speakers of the system may be arranged, for
example, in a contiguous ring, semi-circle, or other pattern,
positioned relative to each display element, or positioned
relative to the user’s anticipated position (e.g., to create
surround sound or semi-surround sound). Each speaker may
be positioned on the floor, in the ceiling, suspended from the
display elements, enclosed within a display housing that also
houses the display elements, or any other configuration. The
multichannel immersive audio controller is configured to
receive audio control signals from a master management
element which assesses and controls where one or more
audio sound samples or real-time algorithmic audio should
be played in 3D space, as well as information on aural
characteristics—such as loudness, pitch, reverb, echo, etc.
that are algorithmically generated. To control the audio
playback of each speaker to produce the spatialized audio
effect, the management element algorithm must take into
account two factors: (1) position of the user within the
physical space relative to the display elements and other
system components, and (2) position of the display elements
and other system component in the virtual space. Both
factors may dynamically change in real-time and therefore
the control of the speakers must be computed in real-time as
well. In contrast, most movie theaters and video game
experiences incorporate only factor (2).

The resulting synthesized audio from the multichannel
immersive audio controller is directed to the digital-to-
analog converter which converts the digital signals into
analog signals that drive the appropriate speakers to position
correctly the audio in 3D space.

Additional embodiments of an audio element may include
a general microphone or an echo-cancelling microphone
positioned relative to the display element(s) for use in
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voice-command or video conferencing embodiments. An
audio element also may include an acoustic dampening
component to reduce audio reflection from display surfaces.

For purposes of this application, the term “production
output” will be used to refer to any combination of that
which is displayed in the one or more display elements and
the audio emitted from any speakers.

Certain preferred embodiments of the present invention
also include a user input element. Examples of a user input
element include a keyboard, touch screen, joystick, track-
ball, mouse, microphone, camera, wand, six-degree of free-
dom unit, sphere navigation unit, gaming controller, wheel
component, a speech recognition component, gesture rec-
ognition receiver, wearable input device such as Google
Glass™, Microsoft Kinect™, other computer peripheral
device, mobile computer system such as a tablet (e.g.,
iPad™) or smartphone (e.g., iPhone™), or component con-
figured to permit input of data by the user.

Certain embodiments of a six-degrees of freedom unit are
configured as a 3D pointer in a virtual environment.

Certain embodiments of a navigation unit, such as a
sphere navigation unit, include a six-degrees of freedom unit
that is partially or completely encased in a housing. By
turning and re-orienting the navigation unit, the representa-
tion of the virtual object will rotate accordingly in the
display element. In other words, by moving the navigation
unit, the virtual object will move. The optional camera and
microphone positioned inside or outside the housing may be
used as auxiliary user sensors for examining how users are
holding the sphere as well as sensing tapping of the housing,
potentially for issuing commands to the system. The navi-
gation unit also may include an accelerometer or a motor for
causing vibration or other movement of the navigation unit.
While the housing may have a sphere shape, it also may take
other shapes suitable for user comfort and utilization.

The navigation unit housing may include a touchscreen,
other tactile sensors or orientation sensors positioned, not
only within the housing, but also on the outer surface. The
navigation unit may be configured to permit a user to
manipulate a virtual object using the navigation unit as a
physical surrogate. Certain embodiments of a navigation
unit may have a customizable housing such that the navi-
gation unit may be sized or shaped to more closely substitute
for a physical object. Advantageously, the navigation unit
permits tactile interaction with the research subject, thereby
facilitating tactile learning.

In certain embodiments, the navigation unit may be
configured for use with an activator element configured to
communicate certain information with the navigation unit.
An entire activator element may be wearable or may be
associated with a wearable item, such as a glove, a finger
cover, a thimble, a body suit, a shirt, a sock, earbud, headset,
headband, glasses, earrings, necklace, or bracelet. An
example of an activator element is a touchscreen-compatible
glove wherein at least part of the pointer finger and/or thumb
are made from conductive thread configured to activate a
touchscreen. An example of a non-wearable activator ele-
ment is a stylus.

A characteristic of certain virtual environments is real-
time interaction between the user and the virtual world.
Certain embodiments may include a position sensing sys-
tem, such as a head tracker, and a navigation unit, such as a
wand. Both the system head sensor and wand may be
tracked using a six-degrees of freedom (position and orien-
tation) unit. The wand may include have buttons and a
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joystick to assist in navigational tasks. A tetherless, infrared
camera-based system from may be included in the head and
wand interaction.

Certain embodiments of the present invention also may
include user sensors configured to detect the user position
information, e.g., the position or orientation of the user
relative to the other system elements. For example, ART-
track?2 cameras may be used to track the user space in
preferred embodiments. Electromagnetic trackers, acoustic-
inertial tracking may be used in alternative embodiments.
The system may be configured to permit a user to maximize
use of the system when the user is positioned within an
intended viewing perimeter. The system also may cease
operation when the user is outside of the system range
perimeter, outside of which certain wireless communication
between system components may cease or the system may
automatically shut down upon detecting that the user is at a
certain distance.

Certain preferred embodiments of the invention also
include a management element configured to manage the
other elements in the system. A management component
may include one or more computer systems or cloud com-
puting system. The management component may be con-
figured to receive, store, generate, or amend representations
for viewing in the compound display component or display
element. A single computer system may control one or more
display elements or each display element may be controlled
by, and possibly physically connected to, its own computer
system. In embodiments in which multiple computer sys-
tems are present, one computer system is configured to have
authorization to coordinate the actions of each display
element such that the group of display elements that form a
particular environment may be synchronized.

Certain preferred embodiments of the present invention
include a storage element configured to permit storing data
accessible by the computer system, cloud computing system,
or other system elements. Examples of a storage element
include a main memory and a secondary memory, each of
which may be internal or external to a computer system.

An objective of the present invention is that certain
embodiments permit an ultra-high display resolution.

Another objective of the present invention is that certain
embodiments permit a display resolution that is 30 times
higher than the display resolution permitted by certain
projector-based devices.

Another objective of the present invention is that certain
embodiments can be used to create two-dimensional images
and three-dimensional stereoscopic images.

Another objective of the present invention is that certain
embodiments can be used to create two-dimensional images
and three-dimensional images simultaneously in the same
display element.

Another objective of the present invention is that certain
embodiments can be used to create a sense of immersion in
the representation for the viewer.

Another objective of the present invention is that certain
embodiments can be used to create a sense of presence and
participation in that which is displayed on the display
elements for the viewer.

Another objective of the present invention is that certain
embodiments can be used to provide high acuity, that
is—fidelity of displayed information, and a combination of
high resolution, brightness, and contrast.

Another objective of the present invention is that certain
embodiments have a low financial cost, and therefore, are
accessible to more entities and more people.
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Another objective of the present invention is that certain
embodiments are sized and shaped to minimize the space
used by each component, and therefore, requires less space
to operate or store.

Another objective of the present invention is that the
display components appear generally seamless—i.e. do not
include thick borders.

Another objective of the present invention is that certain
embodiments facilitate generally unencumbered stereo-
scopic viewing of an image.

Another objective of the present invention is that certain
embodiments permit multiple viewers to perceive stereo-
scopic images at the same time.

Another objective of the present invention is that certain
embodiments include intuitive user interfaces for controlling
the image.

Another objective of the present invention is that certain
embodiments permit nearly seamless scaling of the image to
achieve higher resolution displays.

Another objective of the present invention is that certain
embodiments permit display of an image, a video, a live-
feed, a display, an illustration, a chart, a graph, or another
representation of a research subject.

Another objective of the present invention is that certain
embodiments permit simultaneous visualization of multiple
images, videos, live-feeds, displays, illustrations, charts,
graphs, or other representations of a research subject.

Another objective of the present invention is that certain
embodiments permit simultaneous visualization of large
quantities of information.

Another objective of the present invention is that certain
embodiments are configured to store large data files, includ-
ing data files sized as large as gigabytes to terabytes.

Another objective of the present invention is that the
components of certain embodiments require little mainte-
nance.

An additional objective of the present invention is that
certain embodiments permit multi-gigabit network connec-
tivity.

An additional objective of the present invention is that
certain embodiments permit improved coupling of world-
wide organizations.

An additional objective of the present invention is that
certain embodiments permit improved integration of scien-
tific workplaces with globally distributed cyber-infrastruc-
ture.

The present invention and its attributes and advantages
will be further understood and appreciated with reference to
the detailed description below of presently contemplated
embodiments, taken in conjunction with the accompanying
drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

The preferred embodiments of the invention will be
described in conjunction with the appended drawings pro-
vided to illustrate and not to the limit the invention, where
like designations denote like elements, and in which:

FIG. 1A illustrates a system embodiment of the present
invention;

FIG. 1B illustrates a system embodiment of the present
invention;

FIG. 1C illustrates a system embodiment of the present
invention;

FIG. 1D illustrates a system embodiment of the present
invention;
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FIG. 2 illustrates a system embodiment of the present
invention;

FIG. 3 illustrates an embodiment of an audio element
according to the present invention;

FIG. 4A illustrates an embodiment of a layer of pixels;

FIG. 4B illustrates an embodiment of a patterned-retarded
barrier layer;

FIG. 4C illustrates an embodiment of a patterned-retarded
barrier layer shifted and positioned adjacent to an embodi-
ment of a layer of pixels from a top view;

FIG. 4D illustrates user viewing an embodiment of a
patterned-retarded barrier layer shifted adjacent to a layer of
pixels from a side view;

FIG. 4E illustrates another embodiment of a patterned-
retarded barrier layer shifted adjacent to a layer of pixels
from a perspective view;

FIG. 5A illustrates an embodiment of a infrastructure
element;

FIG. 5B illustrates another embodiment of a infrastructure
element;

FIG. 6 illustrates an embodiment of a sphere navigation
unit;

FIG. 7 illustrates an embodiment of a computer system;

FIG. 8 illustrates an embodiment of a cloud computing
system,

FIG. 9A illustrates an embodiment of the system 100 from
a perspective view.

FIG. 9B illustrates the embodiment in FIG. 9A from a top
view. The display geometry of the embodiment of a com-
pound display component illustrated in FIG. 9A is termed
three-emphasis, two bridge geometry;

FIG. 10 illustrates an embodiment of the system 100
including a compound display component having a chalk-
board display geometry and a billboard display geometry;

FIG. 11A illustrates an embodiment of the system 100
including a compound display component having a continu-
ous circle with doorway display geometry;

FIG. 11B illustrates an embodiment of the system 100
including a compound display component having an upright
semi-circular display geometry;

FIG. 12 illustrates an embodiment of the system 100
including a compound display component having an
inverted semi-circle display geometry;

FIG. 13A and FIG. 13B illustrate an embodiment of the
system 100 including a compound display component hav-
ing a front-emphasized, two-side, two gap-filler display
geometry,

FIG. 14 illustrates an embodiment of the system 100
including a compound display component having an arced
display geometry;

FIG. 15 illustrates an embodiment of the system 100
including a compound display component having a five-
partition crescent display geometry;

FIG. 16 illustrates an embodiment of the system 100
including a compound display component having a three-
partition angled display geometry;

FIG. 17 illustrates an embodiment of the system 100
including a compound display component having a semi-
circular and interval gap-filler display geometry; and

FIG. 18 illustrates an embodiment of the system 100
including a compound display component having a table
display geometry.

DETAILED DESCRIPTION OF EMBODIMENTS
OF THE INVENTION

Certain embodiments of a system 100 of the present
invention include a visualization element 102 alone or a
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visualization element 102 and an infrastructure element 104
as illustrated in FIG. 1A. Additional elements that may be
included in certain embodiments of the system 100 include
an audio element 106, user input element 108, management
element 110, and storage element 112. Embodiments having
certain combinations of elements are illustrated in FIGS.
1A-1D, but the illustrated combinations of elements are not
limiting.

FIG. 2 illustrates another embodiment of the system 100
of the present invention. The illustrated embodiment
includes a visualization element 102 configured as a display
element 102A. In addition, a management element 110 is
configured as a computing element 110A and a second
management element configured as a master controller
110B. The storage element 112 is configured as a storage
system 112. The audio element 106 is configured as an
immersive sound system 106A.

FIG. 3 illustrates an embodiment of an audio system 106.
The audio system 106 may receive information from a
management element 110. A multichannel immersive audio
controller 106B may control the instructions sent to each of
the one or more speakers 106E in the system. A digital to
analog converter 106C and analog to digital converter 106D
may translate the communications between the multichannel
immersive audio controller 106B and the respective speak-
ers 106E.

A visualization element 102 may include first layer of
pixels 120. Each pixel 122 includes an inner segment 124
defined by an outer border 126 as illustrated in FIG. 4A. The
outer border 126 may take any shape, but in certain embodi-
ments, is shaped as a polygon that has at least two generally
parallel border edges 128A, 128B. Another layer of the
visualization element 102 may include a patterned-retarded
barrier 130 which has lines of polarization 132A, 132B that
separate alternating segments of polarization 134A, 134B,
134C. More specifically, a first segment of polarization may
be negative 134A, the directly adjacent segment of polar-
ization 134B is positive, the next directly adjacent segment
of polarization is negative 134C, and so on, continuing to
alternate polarity with each line of polarization 132A, 132B
as illustrated in FIG. 4B. The patterned-retarder barrier 130
may be positioned directly or indirectly adjacent to the layer
of pixels such that the inner segment of each pixel is in
contact with a portion of only one line of positive polariza-
tion 132A and only one line of negative polarization 132B.
The inner segment of each pixel is also in contact with two
polarization segments—a negative polarization segment
134A and a positive polarization segment 134B as illustrated
in FIG. 4C and FIG. 4D. Such placement of the patterned
retarded barrier is considered “shifted” relative to an alter-
nate configuration in which each line of polarization is
generally aligned with each pixel such that the inner seg-
ment of each pixel is generally in contact with only one type
of polarization segment. FIG. 4E illustrates a similar
embodiment that incorporates a micropolarizer element.

FIG. 5A illustrates an infrastructure element 140 config-
ured as a truss structure embodiment 142. FIG. 5A also
illustrates a possible intended viewing perimeter 146 for the
illustrated embodiment. However, many other shapes of
intended viewing perimeters are contemplated and may be
configured specifically for a certain display geometry, user
location, or for viewing a certain representation. FIG. 5B
illustrates an infrastructure element 140 configured as a
hanging display unit 144.

FIG. 6 illustrates an embodiment of a user 50 holding a
user input component 108 configured as a sphere navigation
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unit 150. The illustrated sphere navigation unit 150 includes
a housing 152 and a six-degree of freedom unit 154.

FIG. 7 illustrates an exemplary computer system 200 that
may be used to implement the methods according to the
invention. One or more computer systems 200 may carry out
the methods presented herein as computer code.

Computer system 200 includes an input/output display
interface 202 connected to communication infrastructure
204—such as a bus—, which forwards data such as graph-
ics, text, and information, from the communication infra-
structure 204 or from a frame buffer (not shown) to other
components of the computer system 200. The input/output
display interface 202 may be, for example, a keyboard,
touch screen, joystick, trackball, mouse, monitor, speaker,
printer, any other computer peripheral device, or any com-
bination thereof, capable of entering and/or viewing data.

Computer system 200 includes one or more processors
206, which may be a special purpose or a general-purpose
digital signal processor that processes certain information.
Computer system 200 also includes a main memory 208, for
example random access memory (“RAM”), read-only
memory (“ROM”), mass storage device, or any combination
thereof. Computer system 200 may also include a secondary
memory 210 such as a hard disk unit 212, a removable
storage unit 214, or any combination thereof. Computer
system 200 may also include a communication interface
216, for example, a modem, a network interface (such as an
Ethernet card or Ethernet cable), a communication port, a
PCMCIA slot and card, wired or wireless systems (such as
Wi-Fi, Bluetooth, Infrared), local area networks, wide area
networks, intranets, etc.

It is contemplated that the main memory 208, secondary
memory 210, communication interface 216, or a combina-
tion thereof, function as a computer usable storage medium,
otherwise referred to as a computer readable storage
medium, to store and/or access computer software including
computer instructions. For example, computer programs or
other instructions may be loaded into the computer system
200 such as through a removable storage device, for
example, a floppy disk, ZIP disks, magnetic tape, portable
flash drive, optical disk such as a CD or DVD or Blu-ray,
Micro-Electro-Mechanical Systems (“MEMS”), nanotech-
nological apparatus. Specifically, computer software includ-
ing computer instructions may be transferred from the
removable storage unit 214 or hard disc unit 212 to the
secondary memory 210 or through the communication infra-
structure 204 to the main memory 208 of the computer
system 200.

Communication interface 216 allows software, instruc-
tions and data to be transferred between the computer
system 200 and external devices or external networks.
Software, instructions, and/or data transferred by the com-
munication interface 216 are typically in the form of signals
that may be electronic, electromagnetic, optical or other
signals capable of being sent and received by the commu-
nication interface 216. Signals may be sent and received
using wire or cable, fiber optics, a phone line, a cellular
phone link, a Radio Frequency (“RF”) link, wireless link, or
other communication channels.

Computer programs, when executed, enable the computer
system 200, particularly the processor 206, to implement the
methods of the invention according to computer software
including instructions.

The computer system 200 described herein may perform
any one of, or any combination of, the steps of any of the
methods presented herein. It is also contemplated that the
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methods according to the invention may be performed
automatically, or may be invoked by some form of manual
intervention.

The computer system 200 of FIG. 7 is provided only for
purposes of illustration, such that the invention is not limited
to this specific embodiment. It is appreciated that a person
skilled in the relevant art knows how to program and
implement the invention using any computer system.

The computer system 200 may be a handheld device and
include any small-sized computer device including, for
example, a personal digital assistant (“PDA”), smart hand-
held computing device, cellular telephone, or a laptop or
netbook computer, hand held console or MP3 player, tablet,
or similar hand held computer device, such as an iPad®,
iPad Touch® or iPhone®.

FIG. 8 illustrates an exemplary cloud computing system
300 that may be used to implement the methods according
to the present invention. The cloud computing system 300
includes a plurality of interconnected computing environ-
ments. The cloud computing system 300 utilizes the
resources from various networks as a collective virtual
computer, where the services and applications can run
independently from a particular computer or server configu-
ration making hardware less important.

Specifically, the cloud computing system 300 includes at
least one client computer 302. The client computer 302 may
be any device through the use of which a distributed
computing environment may be accessed to perform the
methods disclosed herein, for example, a traditional com-
puter, portable computer, mobile phone, personal digital
assistant, tablet to name a few. The client computer 302
includes memory such as random access memory (“RAM”),
read-only memory (“ROM”), mass storage device, or any
combination thereof. The memory functions as a computer
usable storage medium, otherwise referred to as a computer
readable storage medium, to store and/or access computer
software and/or instructions.

The client computer 302 also includes a communications
interface, for example, a modem, a network interface (such
as an Ethernet card), a communications port, a PCMCIA slot
and card, wired or wireless systems, etc. The communica-
tions interface allows communication through transferred
signals between the client computer 302 and external
devices including networks such as the Internet 304 and
cloud data center 306. Communication may be implemented
using wireless or wired capability such as cable, fiber optics,
a phone line, a cellular phone link, radio waves or other
communication channels.

The client computer 302 establishes communication with
the Internet 304—specifically to one or more servers—to, in
turn, establish communication with one or more cloud data
centers 306. A cloud data center 306 includes one or more
networks 310a, 3105, 310¢ managed through a cloud man-
agement system 308. FEach network 310a, 3105, 310c
includes resource servers 312a, 3124, 312¢, respectively.
Servers 312a, 3125, 312¢ permit access to a collection of
computing resources and components that can be invoked to
instantiate a virtual machine, process, or other resource for
a limited or defined duration. For example, one group of
resource servers can host and serve an operating system or
components thereof to deliver and instantiate a virtual
machine. Another group of resource servers can accept
requests to host computing cycles or processor time, to
supply a defined level of processing power for a virtual
machine. A further group of resource servers can host and
serve applications to load on an instantiation of a virtual
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machine, such as an email client, a browser application, a
messaging application, or other applications or software.

The cloud management system 308 can comprise a dedi-
cated or centralized server and/or other software, hardware,
and network tools to communicate with one or more net-
works 310a, 3105, 310¢, such as the Internet or other public
or private network, with all sets of resource servers 312a,
3125, 312¢. The cloud management system 308 may be
configured to query and identify the computing resources
and components managed by the set of resource servers
312a, 3124, 312¢ needed and available for use in the cloud
data center 306. Specifically, the cloud management system
308 may be configured to identify the hardware resources
and components such as type and amount of processing
power, type and amount of memory, type and amount of
storage, type and amount of network bandwidth and the like,
of the set of resource servers 312a, 3126, 312¢ needed and
available for use in the cloud data center 306. Likewise, the
cloud management system 308 can be configured to identify
the software resources and components, such as type of
Operating System (“OS”), application programs, and the
like, of the set of resource servers 312a, 3125, 312¢ needed
and available for use in the cloud data center 306.

The present invention is also directed to computer prod-
ucts, otherwise referred to as computer program products, to
provide software to the cloud computing system 300. Com-
puter products store software on any computer useable
medium, known now or in the future. Such software, when
executed, may implement the methods according to certain
embodiments of the invention. Examples of computer use-
able mediums include, but are not limited to, primary
storage devices (e.g., any type of random access memory),
secondary storage devices (e.g., hard drives, floppy disks,
CD ROMS, ZIP disks, tapes, magnetic storage devices,
optical storage devices, Micro-Electro-Mechanical Systems
(“MEMS”), nanotechnological storage device, etc.), and
communication mediums (e.g., wired and wireless commu-
nications networks, local area networks, wide area networks,
intranets, etc.). It is to be appreciated that the embodiments
described herein may be implemented using software, hard-
ware, firmware, or combinations thereof.

The cloud computing system 300 of FIG. 8 is provided
only for purposes of illustration and does not limit the
invention to this specific embodiment. It is appreciated that
a person skilled in the relevant art knows how to program
and implement the invention using any computer system or
network architecture.

FIG. 9A illustrates an embodiment of the system 100 from
a perspective view. FIG. 9B illustrates the embodiment in
FIG. 9A from a top view. The display geometry of the
embodiment of a compound display component illustrated
in FIG. 9A is termed three-emphasis, two bridge geometry.

FIG. 10 illustrates an embodiment of the system 100
including a compound display component having a chalk-
board display geometry and a billboard display geometry.

FIG. 11A illustrates an embodiment of the system 100
including a compound display component having a continu-
ous circle with doorway display geometry.

FIG. 11B illustrates an embodiment of the system 100
including a compound display component having an upright
semi-circular display geometry.

FIG. 12 illustrates an embodiment of the system 100
including a compound display component having an
inverted semi-circle display geometry.
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FIG. 13A and FIG. 13B illustrate an embodiment of the
system 100 including a compound display component hav-
ing a front-emphasized, two-side, two gap-filler display
geometry.

FIG. 14 illustrates an embodiment of the system 100
including a compound display component having an arced
display geometry.

FIG. 15 illustrates an embodiment of the system 100
including a compound display component having a five-
partition crescent display geometry.

FIG. 16 illustrates an embodiment of the system 100
including a compound display component having a three-
partition angled display geometry.

FIG. 17 illustrates an embodiment of the system 100
including a compound display component having a semi-
circular and interval gap-filler display geometry.

FIG. 18 illustrates an embodiment of the system 100
including a compound display component having a table
display geometry.

While the disclosure is susceptible to various modifica-
tions and alternative forms, specific exemplary embodi-
ments of the present invention have been shown by way of
example in the drawings and have been described in detail.
It should be understood, however, that there is no intent to
limit the disclosure to the particular embodiments disclosed,
but on the contrary, the intention is to cover all modifica-
tions, equivalents, and alternatives falling within the scope
of the disclosure as defined by the appended claims.

What is claimed is:

1. A system for facilitating visualization of information by
one or more users, comprising: a plurality of display ele-
ments, each display element comprising a dual function
screen, each dual function screen comprising: a layer of
pixels, each pixel of the layer of pixels having an inner
segment defined by an outer border comprising at least two
parallel border edges; and a patterned-retarder barrier com-
prising a plurality of parallel lines of polarization, the
plurality of parallel lines of polarization comprising a plu-
rality of positive lines of polarization sequentially alternat-
ing or interleaved line-by-line with a plurality of negative
lines of polarization to form a plurality of interleaved lines
of positive and negative polarization; wherein a first display
element of the plurality of display elements comprises a first
dual function screen comprising a first layer of pixels and a
first patterned-retarder barrier arranged adjacent the first
layer of pixels and shifted in a first direction providing that
the inner segment of each pixel of the first layer of pixels is
in contact both with a portion of only one line of positive
polarization and with a portion of only one line of negative
polarization; and wherein a second display element of the
plurality of display elements is arranged to be co-planar with
the first display element, the second display element com-
prising a second dual function screen arranged to be copla-
nar with the first dual function screen, the second dual
function screen comprising a second layer of pixels and a
second patterned-retarder barrier arranged adjacent the sec-
ond layer of pixels and shifted in a second direction, the
second direction different from and opposite to the first
direction, providing that the inner segment of each pixel of
the second layer of pixels is in contact both with a portion
of only one line of negative polarization and with a portion
of only one line of positive polarization wherein a third
display element of the plurality of display elements is
arranged to be coplanar with and in between the first and
second display elements, the third display element compris-
ing a third dual function screen arranged to be co-planar with
and in between the first and second dual function screens,
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the third dual function screen comprising a third layer of
pixels and a third patterned retarder barrier arranged adja-
cent the third layer of pixels without shifting to provide that
the inner segment of each pixel of the third layer of pixels
is in contact exclusively with either only one line of positive
polarity or only one line of negative polarization.

2. The system of claim 1, wherein each dual function
screen is substantially flat and configured to provide a hybrid
viewing experience for simultaneously perceiving two-di-
mensional images and three-dimensional images.

3. The system of claim 1, further comprising: an infra-
structure component coupled to the plurality of display
elements to position one or more of the plurality of display
elements in a selected display geometry.

4. The system of claim 3, wherein the selected display
geometry is selected from the group consisting of: a wall
surface, a table surface, a floor surface, an upright semi-
circle, an inverted semi-circle, and combinations thereof.

5. The system of claim 1, wherein each of the first, second
and third display elements form a generally continuous and
substantially flat compound screen.

6. The system of claim 1, further comprising: a processor;
a memory; and an audio component comprising a plurality
of audio speakers.

7. The system of claim 1, further comprising: a user
sensor adapted to detect a position of one or more users
relative to the plurality of audio speakers or to the plurality
of display elements.

8. The system of claim 1, further comprising: a user input
element selected from the group consisting of: a gaming
controller, a joy stick, a wheel controller component, a
keyboard, a mouse, a six-degree of freedom unit, a speech
recognition component, a gesture recognition receiver, and
combinations thereof.

9. The system of claim 8, wherein the user input element
is configured as a navigation unit.

10. The system of claim 1, wherein the first display
element is arranged to be in an upper part of the visual field
of the one or more persons, the second display element is
arranged to be in a lower part of the visual field of the one
or more persons, and the third display element is arranged to
be in a middle part in between the upper and lower parts of
the visual field of the one or more persons; or wherein the
first display element is arranged to be in a left part of the
visual field of the one or more persons, the second display
element is arranged to be in a right part of the visual field of
the one or more persons, and the third display element is
arranged to be in the middle part in between the upper and
lower parts of the visual field of the one or more persons.

11. The system of claim 1, wherein the first display
element, the second display element, and the third display
element are arranged to be coplanar vertically and the first
and second directions are vertical; or wherein the first
display element, the second display element, and the third
display element are arranged to be coplanar horizontally and
the first and second direction are horizontal.

12. The system of claim 1, wherein the first and second
directions are both in the vertical dimension or both in the
horizontal dimension.

13. The system of claim 1, wherein a fourth display
element of the plurality of display elements is arranged to be
coplanar with the first, second and third display elements
and adjacent the third display element on a first lateral side,
the fourth display element comprising a fourth dual function
screen arranged to be co-planar with and adjacent the third
dual function screen, the fourth dual function screen com-
prising a fourth layer of pixels and a fourth patterned-
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retarder barrier arranged adjacent the fourth layer of pixels
and shifted in a third direction, the third direction different
from and orthogonal to the first and second directions,
providing that the inner segment of each pixel of the fourth
layer of pixels is in contact both with a portion of only one
line of negative polarization and with a portion of only one
line of positive polarization.

14. The system of claim 13, wherein a fifth display
element of the plurality of display elements is arranged to be
coplanar with the first, second, third and fourth display
elements and adjacent the third display element on a second
lateral side opposite the first lateral side, the fifth display
element comprising a fifth dual function screen arranged to
be co-planar with and adjacent the third dual function
screen, the fifth dual function screen comprising a fifth layer
of pixels and a fifth patterned-retarder barrier arranged
adjacent the fifth layer of pixels and shifted in a fourth
direction, the fourth direction different from the first, second
and third directions, orthogonal to the first and second
directions and opposite the third direction, providing that the
inner segment of each pixel of the fourth layer of pixels is
in contact both with a portion of only one line of positive
polarization and with a portion of only one line of negative
polarization.

15. The system of claim 14, further comprising: an
infrastructure component coupled to the plurality of display
elements to position one or more of the plurality of display
elements in a substantially flat display geometry, wherein the
substantially flat display geometry is selected from the group
consisting of: a wall surface, a table surface, a floor surface,
and combinations thereof.

16. The system of claim 14, wherein the first and second
directions are both at least partially in the vertical dimension
and the third and fourth directions are both at least partially
in the horizontal dimension, or wherein the first and second
directions are both at least partially in the horizontal dimen-
sion and the third and fourth directions are both at least
partially in the vertical dimension, or wherein the first and
second directions are both at least partially in the north-
south direction and the third and fourth directions are both
at least partially in the east-west dimension.

17. The system of claim 14, wherein the first display
element is arranged to be in the upper part of the visual field
of the one or more persons, the second display element is
arranged to be in the lower part of the visual field of the one
or more persons, the third display element is arranged to be
in the middle part in between the upper and lower parts of
the visual field of the one or more persons, the fourth display
element is arranged to be in the right part of the visual field
of the one or more persons, and the fifth display element is
arranged to be in the left part of the visual field of the one
Or more persons.

18. A system for facilitating visualization of information
by one or more users, comprising: a plurality of co-planar
display elements, each co-planar display element compris-
ing a substantially flat dual function screen configured to
provide a hybrid viewing experience for simultaneously
perceiving two-dimensional images and three-dimensional
images, each dual function screen comprising: a layer of
pixels, each pixel of the layer of pixels having an inner
segment defined by an outer border comprising at least two
parallel border edges; and a patterned-retarder barrier com-
prising a plurality of parallel lines of polarization, the
plurality of parallel lines of polarization comprising a plu-
rality of positive lines of polarization sequentially alternat-
ing or interleaved line-by-line with a plurality of negative
lines of polarization to form a plurality of interleaved lines
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of positive and negative polarization; wherein a first co-
planar display element of the plurality of co-planar display
elements comprises a first dual function screen comprising
a first layer of pixels and a first patterned-retarder barrier
arranged adjacent the first layer of pixels and shifted in a first
direction providing that the inner segment of each pixel of
the first layer of pixels is in contact both with a portion of
only one line of positive polarization and with a portion of
only one line of negative polarization; wherein a second
co-planar display element of the plurality of co-planar
display elements comprises a second dual function screen,
the second dual function screen comprising a second layer of
pixels and a second patterned-retarder barrier arranged adja-
cent the second layer of pixels and shifted in a second
direction, the second direction different from and opposite to
the first direction, providing that the inner segment of each
pixel of the second layer of pixels is in contact both with a
portion of only one line of negative polarization and with a
portion of only one line of positive polarization; wherein a
third co-planar display element of the plurality of co-planar
display elements is arranged in between the first and second
display elements, the third display element comprising a
third dual function screen, the third dual function screen
comprising a third layer of pixels and a third patterned-
retarder barrier arranged adjacent the third layer of pixels
without shifting to provide that the inner segment of each
pixel of the third layer of pixels is in contact exclusively
with either only one line of positive polarity or only one line
of negative polarization; and an infrastructure component
coupled to the plurality of co-planar display elements to
position the plurality of co-planar display elements to form
a generally continuous compound screen having a selected
display geometry, the selected display geometry selected
from the group consisting of: a wall surface, a table surface,
a floor surface, an upright semi-circle, an inverted semi-
circle, and combinations thereof.

19. A system for facilitating visualization of information
by one or more users, comprising: a plurality of co-planar
display elements, each co-planar display element compris-
ing a substantially flat dual function screen, each dual
function screen comprising: a layer of pixels, each pixel of
the layer of pixels having an inner segment defined by an
outer border comprising at least two parallel border edges;
and a patterned-retarder barrier comprising a plurality of
parallel lines of polarization, the plurality of parallel lines of
polarization comprising a plurality of positive lines of
polarization sequentially alternating or interleaved line-by-
line with a plurality of negative lines of polarization to form
a plurality of interleaved lines of positive and negative
polarization; wherein a first co-planar display element of the
plurality of co-planar display elements comprises a first dual
function screen comprising a first layer of pixels and a first
patterned-retarder barrier arranged adjacent the first layer of
pixels and shifted in a first direction providing that the inner
segment of each pixel of the first layer of pixels is in contact
both with a portion of only one line of positive polarization
and with a portion of only one line of negative polarization;
wherein a second co-planar display element of the plurality
of co-planar display elements comprises a second dual
function screen, the second dual function screen comprising
a second layer of pixels and a second patterned-retarder
barrier arranged adjacent the second layer of pixels and
shifted in a second direction, the second direction different
from and opposite to the first direction, providing that the
inner segment of each pixel of the second layer of pixels is
in contact both with a portion of only one line of negative
polarization and with a portion of only one line of positive
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polarization; wherein a third co-planar display element of
the plurality of co-planar display elements is arranged in
between the first and second display elements, the third
display element comprising a third dual function screen, the
third dual function screen comprising a third layer of pixels
and a third patterned-retarder barrier arranged adjacent the
third layer of pixels without shifting to provide that the inner
segment of each pixel of the third layer of pixels is in contact
exclusively with either only one line of positive polarity or
only one line of negative polarization; wherein a fourth
co-planar display element of the plurality of co-planar
display elements is arranged adjacent the third display
element on a first lateral side, the fourth display element
comprising a fourth dual function, the fourth dual function
screen comprising a fourth layer of pixels and a fourth
patterned-retarder barrier arranged adjacent the fourth layer
of pixels and shifted in a third direction, the third direction
different from and orthogonal to the first and second direc-
tions, providing that the inner segment of each pixel of the
fourth layer of pixels is in contact both with a portion of only
one line of negative polarization and with a portion of only
one line of positive polarization; wherein a fifth co-planar
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display element of the plurality of co-planar display ele-
ments is arranged adjacent the third display element on a
second lateral side opposite the first lateral side, the fifth
display element comprising a fifth dual function screen, the
fifth dual function screen comprising a fifth layer of pixels
and a fifth patterned-retarder barrier arranged adjacent the
fifth layer of pixels and shifted in a fourth direction, the
fourth direction different from the first, second and third
directions, orthogonal to the first and second directions and
opposite the third direction, providing that the inner segment
of each pixel of the fourth layer of pixels is in contact both
with a portion of only one line of positive polarization and
with a portion of only one line of negative polarization; and
an infrastructure component coupled to the plurality of
co-planar display elements to position the plurality of co-
planar display elements to form a substantially flat and
generally continuous compound screen having a selected
display geometry, the selected display geometry selected
from the group consisting of: a wall surface, a table surface,
a floor surface, and combinations thereof.
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