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Figure 1: Interactive visualization of an amorphous glass fracture computed in a 5 million atoms Molecular Dynamics simulation in CAVE2.
CAVE2 is composed of 72 micro-polarized LCD panels arranged cylindrically to provide a 320-degrees stereoscopic, user-centered view at a
total resolution of 74 Megapixels. The user explores large-scale simulations by flying through molecules using a wireless ‘wand’ or by physically
walking in the space, causing the view to be re-rendered from his/her perspective.

ABSTRACT

Molecular Dynamics is becoming a principle methodology in the
study of nanoscale systems, paving the way for innovations in bat-
tery design and alternative fuel applications. With the increas-
ing availability of computational power and advances in modeling,
atomistic simulations are rapidly growing in scale and complexity.
Despite the plethora of molecular visualization techniques, visual-
izing and exploring large-scale atomistic simulations remain diffi-
cult. Existing molecular representations are not perceptually scal-
able and often adopt a rigid definition of surfaces, making them in-
appropriate for nanostructured materials where boundaries are in-
herently ill-defined. In this paper, we present an application for
the interactive visualization and exploration of large-scale atomistic
simulations in ultra-resolution immersive environments. We em-
ploy a hybrid representation which combines solid ball-and-stick
glyphs with volumetric surfaces to visually convey the uncertainty
in molecular boundaries at the nanoscale. We also describe a scal-
able, distributed GPU ray-casting implementation capable of ren-
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dering complex atomistic simulations with millions of atoms in
real-time.

Index Terms: I.3.8 [Computer Graphics]: Applications—; H.5.1
[Information Interfaces and Presentation]: Multimedia Information
Systems—Artificial, augmented, and virtual realities;

1 INTRODUCTION

Molecular Dynamics (MD) is becoming a principle methodology
in the study of nanoscale systems, paving the way for many inno-
vations in energy storage and alternative fuel applications. Modern
MD simulations involve complex structures with tens to hundreds
of millions of atoms, posing many challenges for visualization and
analysis. To handle the sheer number of atoms in such structures,
the majority of molecular visualizations employ simple representa-
tions, such as space-filling and ball-and-stick models. Such low-
level representations, however, are not perceptually scalable and
are often ineffective at portraying emergent, high-level features in
the simulated structure (e.g. channels and cavities).

Molecular surfaces have been proposed as a higher-order alter-
native to simple space-filling and ball-and-stick models [3]. These
surfaces provide visual continuity across larger structures and serve
to illustrate important structural and functional properties. Never-
theless, computing and visualizing these surfaces in real-time re-
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main prohibitively expensive, limiting their applicability to small
datasets. Further, traditional molecular surfaces, such as Solvent
Accessible Surfaces, are defined rigidly and often represented with
discrete polygonal meshes. At the nanometer level, however, the
definition of surfaces takes on a probabilistic character as it is sub-
ject to subatomic and quantum phenomena, leading to uncertainty
in what constitutes a ‘boundary’ or a ‘surface’. Such uncertainly
cannot be faithfully portrayed with discrete surfaces.

The spatial complexity of today’s atomistic simulations yet poses
another challenge. To correctly interpret the results of these simula-
tions, scientists need not only see the overall structure but also need
to identify emergent large and small-scale features that are scattered
throughout the dataset. Immersive visualizations with stereoscopic
depth and viewer-centered perspective can greatly enhance percep-
tion and improve the spatial understanding of complex 3D struc-
tures [2]. Although immersive molecular visualizations have been
around since the 1990s [4], the majority are aimed at decade-old
CAVEs and low-resolution stereo projectors. Modern immersive
environments on the other hand deliver much higher resolutions
while greatly improving the picture quality. To leverage the full
potential of these emerging platforms, however, we need new vi-
sualization algorithms that are both data and resolution scalable,
while capable of achieving interactive frame rates.

In this paper we present an application for the interactive visu-
alization and exploration of large Molecular Dynamics simulations
in ultra-resolution immersive environments. Our visualization em-
ploys a hybrid visual encoding which combines solid ball-and-stick
glyphs with volumetric molecular surfaces to visually convey the
uncertainty in boundaries at the nanoscale. We demonstrate the ex-
pressiveness of this technique in generating richer molecular visu-
alizations and its ability to visually classifying marked regions that
emerge during the simulation. We also describe a distributed GPU
ray-casting implementation that is capable of rendering millions of
atoms in real-time at resolutions of up to 74 Megapixels.

The rest of the paper is divided as follows. Section 2 surveys
the literature. We describe our visualization approach in section
3, motivating the discussion by outlining challenges in visualizing
nanostructured materials. In section 4, we describe the implemen-
tation and algorithm details. We illustrates example use cases and
gives performance and preliminary user evaluation results in sec-
tion 5. We sum up and conclude the paper in section 6.

2 RELATED WORK

Molecular visualization has a rich history that dates back to the
1800s. A variety of visual representations has been devised to rep-
resent molecular systems in ways that convey meaningful structural
and functional properties. Despite the diversity of metaphors, we
can generally recognize three types of molecular representations:
solid glyphs (such ball-and-stick and space-filling models), molec-
ular surfaces (such as Solvent Accessible Surfaces), and volumetric
representations, which are often used to depict quantum properties
around the molecule.

2.1 Solid glyphs

The vast majority of molecular visualizations employ a solid glyph
metaphor to represent the molecular structure. Many of the recent
techniques deal specifically with large atomistic simulations. For
instance, Nakano et al. employ multi-resolution, polygon-based
rendering to interactively visualize few millions of atoms [16].
Sharma et al. uses probabilistic occlusion culling to achieve near-
interactive frame rates when rendering hundreds of millions of
atoms [19]. Several techniques have also been proposed to deal
with temporally large simulations. For instance, Stone et al. de-
scribe an out-of-core method to quickly render long MD simula-
tions by leveraging solid-state disks [22]. GPU-based techniques

are also abundant. For example, Grottel et al. employ a GPU ray-
casting algorithm with occlusion culling and deferred shading to
attain interactive frame rates [7].

Although ball-and-stick and space-filling models are universally
recognized and are quite rendering-efficient, they do not visually
aggregate as good as surfaces. Often, they are too low-level of a
metaphor to convey structural intricacies in complex nanostructured
materials.

2.2 Molecular surfaces
Molecular surfaces have become a popular alternative to space-
filling and ball-and-stick glyphs as a somewhat higher-order visual
abstraction, particularly in biomolecular applications [3]. Solvent
Accessible Surfaces, for instance, are computed by rolling a ‘probe’
atom on the molecule of interest. As the center of the probe rolls
along the atoms, it defines a surface that is equidistant from each
atom in the molecule. This surface can be visualized as a polygonal
mesh engulfing the molecule, making certain structural properties
more obvious (such as the portion of a protein that is accessible to
a solvent). They are sometimes rendered semi-transparently so that
one can still see the molecule through.

Molecular surfaces have traditionally been computed offline, but
the introduction of programmable pixel shaders in modern GPUs
made interactive rendering feasible. For example, Krone et al. de-
scribe a GPU ray-casting method to render molecular surfaces using
their inherent mathematical representations [13]. Techniques have
also been proposed to accelerate their construction on parallel archi-
tectures [15]. Yet, scaling these algorithms beyond a few hundred
thousand atoms remains difficult even with modern GPU architec-
tures. Moreover, since conventional molecular surfaces are defined
and visualized deterministically, they could potentially mislead the
interpretation of molecular boundaries. This is particularly limiting
in nanoscale materials design where the correct interpretation of
material interfaces requires consideration of fuzzy subatomic prop-
erties, such as the underlying electronic structure.

2.3 Volumetric representations
Volumetric representations have traditionally been used to depict
subatomic properties of the 3D space surrounding molecules [10, 6,
8]. They are also employed sometimes in analysis and classification
tasks. For instance, Krone et al. employ direct volume rendering
(DVR) to visually track structural features over time such as internal
cavities in proteins [14]. Knoll et al. classifies material interfaces
by volume rendering approximate charge density fields [11]. Al-
though this volumetric approach to rendering nanoscale boundaries
appear to be a promising alternative to conventional molecular sur-
faces, it has only been tested on relatively small datasets with less
than a million atoms.

In this paper, we adopt Knoll et al’s volumetric formulation and
visualize approximate electron charge density fields as proxies for
molecular surfaces and apply it to large-scale atomistic structures.
Our main goal is obtaining flexible representations of molecular
surfaces to support the probabilistic interpretations of boundaries at
the nanoscale. Crucially, this requires our visualization to support
both solid and fuzzy representations of these boundaries. However,
volume and isosurface rendering have traditionally been treated as
separate visualization modalities with different techniques, though
some methods allow the explicit blending of the two (e.g. [18]).
Yet, there is still separation between volumes and surfaces at the
algorithmic or representational levels. Nevertheless, this separation
is rather artificial as both techniques are aimed at the same data
type (i.e. scalar fields). An isosurface in fact can be produced by
volume rendering the scalar field with a Dirac impulse in the trans-
fer function at the desired iso value. Knoll et al. have previously
shown that a single DVR pass is capable of producing high-quality
results using a combination of peak finding and differential sam-
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Figure 2: Volume rendering of (approximate) electron densities allows for a flexible interpretation of molecular boundaries and enables a variety
of visual representations which can be obtained by simply varying the transfer function. Here, the same molecule is shown under three transfer
functions emphasizing different electron density ranges. The left and center views employ the same transfer function (shown in the middle inset),
but with different volume opacities. An overview of the dataset is shown in the left-most inset.

pling [12]. This unified volume-surface formulation fits our design
goals because it gives us the ability to smoothly transition from
the traditional rigid definition of molecular surfaces to the nebulous
representation of boundaries we advocate here. Our rendering al-
gorithm therefore does not distinguish between an isosurface and a
volume cloud, but leaves it up to the user to modulate the transfer
function to obtain the desired surface representation.

In addition to volume rendering, we also visualize ball-and-stick
glyphs and embed them in the electron density volume. Many tech-
niques have been devised to accelerate the rendering of quadratic
surfaces (e.g. spheres and cylinders). On the GPU, splatting re-
mains one of the most efficient techniques [20]. Methods for ray
tracing arbitrarily complex surfaces from their mathematical repre-
sentation have also been proposed [21]. We take the more straight-
forward approach of rendering implicit ball-and-stick surfaces by
performing world-space intersections along the ray. While more
computationally intensive than splatting, the overhead is minimal
compared to the time it takes to perform volume rendering. Fur-
ther, this approach is algorithmically easier to combine with volume
rendering and results in a smaller shader code, which minimizes the
footprint on the limited SIMD registers in the GPU. To accelerate
the ray-casting process, we embed the glyphs in a uniform grid and
use the 3DDA algorithm to traverse the structure [1].

3 A HYBRID volume + glyphs APPROACH

We first motivate the discussion by making the case for new vi-
sual metaphors that can cater better to the requirements of mate-
rials scientists. We then describe our volume + glyphs approach,
highlighting its perceptual scalability and its suitability for visual-
izing nanostructured materials. We also discuss the rising need for
immersive molecular visualizations at high-resolutions.

3.1 The elusive metaphor

When looking at results of atomistic simulations, scientists often
want to see familiar representations of atoms and bonds (e.g. ball-
and-stick models). But they also want the visualization to be scal-
able and integrative so that they can recognize higher-order struc-
tures that emerge during the simulation. Furthermore, scientists

need to be able to visually approximate the boundaries of molecules
in order to understand how they might react with their surroundings.

Molecular surfaces provide visually contiguous shapes that serve
to illustrate geometric boundaries. Compared to standalone glyphs,
these surfaces are more perceptually scalable and are often better
at conveying high-level features in the molecular structure. Yet,
two issues arise from the conventional, discrete interpretation of
molecular surfaces:

• At the nanoscale, molecular boundaries suffer from uncer-
tainty due to underlying subatomic and quantum effects. In-
stead of portraying this uncertainty, conventional molecular
surfaces convey a false sense of confidence, potentially lead-
ing to incorrect interpretation in what constitutes a ‘bound-
ary’ or ‘surface’. Although subatomic uncertainty is less rele-
vant in large biomolecules (such as proteins), it impacts the
chances of interaction between interfacing materials at the
nanometer level, making it germane to many energy cataly-
sis and materials design applications.

• The discrete, geometrical definition of conventional molec-
ular surfaces is also rather inflexible. While several defini-
tions exist, including Solvent-Excluded, Solvent-Accessible,
and Molecular Skin surfaces, each of these have to be com-
puted and visualized separately, and there is no easy way of
visually ‘interpolating’ between them in a meaningful way.
Yet, there is no single appropriate definition of a surface that
can capture boundaries in all possible applications. Instead,
scientists often want to visually explore multiple interpreta-
tions of surfaces and transition smoothly and interactively be-
tween them during analysis. Tools such as VMD [9] allow one
to explore different boundaries by specifying different iso val-
ues. However, this cannot be always performed fast enough
in real-time due to the complexity of constructing isosurfaces.

3.2 Volumetric molecular surfaces

Molecular boundaries are largely influenced by subatomic parti-
cles (e.g. electrons), which ultimately impact the probability of
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Figure 3: An amorphous carbon nanosphere used as battery ma-
terial. The left side illustrates a semi-transparent volume + glyphs
combination, where as the right side shows a standalone ball-and-
stick model. Structural features, such as open cavities where Lithium
ions tend to diffuse (shown with blue outline), become much more
evident with volume rendering. The left inset illustrates the transfer
function used to the surfaces. The right inset shows an overview of
the entire nanosphere structure.

interaction between adjacent molecules. Accordingly, electron den-
sity presents a reasonable source of information when determining
molecular surfaces.

Our method employs direct volume rendering to visualize ap-
proximate electron densities as proxies for surfaces. We use a con-
ventional transfer function to assign distinct colors and opacities to
different electron density ranges, resulting in different surface rep-
resentations. This also allows us to smoothly transitioning between
different surface interpretations by simply varying the transfer func-
tion. Traditional discrete molecular surfaces can also be obtained
using a transfer function with a Dirac impulse at the desired iso
value. Figure 2 illustrates the expressiveness of this volumetric for-
mulation.

The ability to interactively transition between different represen-
tations of boundaries is also useful when one is trying to visually
classify distinct regions in the molecular structure. For example, in
Figure 4, we were able to visually classify the amorphous alumina
shell from the core aluminum atoms in the three nanoparticles.

3.3 The need for high-resolution immersion

To explore and make sense of complex simulations, materials scien-
tists are increasingly turning to immersive environments which pro-
vide stereoscopic depth, user-centered perspective, and embodied
navigation in six degrees-of-freedom (e.g. [22, 19]). Immersion can
greatly enhance spatial understanding of 3D structures [2], and fa-
cilitate the exploration of complex molecular simulations [4]. How-
ever, achieving good perceptual scalability requires high-resolution
displays capable of delivering high visual acuity [23]. Yet, the ma-
jority of immersive molecular visualizations are intended for use
on low-resolution immersive platforms. While these platforms of-
fer an added degree of immersion compared to conventional desk-
top and laptop monitors, they supply limited resolution and poor
image quality. These technical limitations restricts the amount of
data that can be shown at a time and limits the complexity of visual
encodings that can be employed. Volumetric representations, for
instance, are used scarcely because they are inherently difficult to
perceive in traditional, projectors-based immersive environments.

Modern LCD-based immersive systems on the other hand pro-
vide nearly 20/20 visual acuity. The CAVE2 system, for instance,
provides a 320-degrees panoramic view at 74 Megapixels aggre-
gate stereoscopic resolution (37 Megapixels per eye) [17]. The
use of stereoscopic LCD panels in place of projectors makes for
a very bright display environment with high contrast ratio. This en-
ables scientists to explore complex 3D representations of massive
molecular structures that are orders of magnitude larger, compared

Figure 4: Simulated combustion of three aluminum nanoparticles
coated in amorphous alumina computed in a 15 million atoms Molec-
ular Dynamics simulation. The right side illustrates volume render-
ing of approximate electron densities, where as the left side shows
sphere glyphs only (red for oxygen and black for aluminum). With vol-
ume rendering we can visually classify the amorphous alumina shell
from the core aluminum atoms and convey differences in core atom
densities between the different nanoparticles.

to what can be visualized with older immersive environments. The
challenge, however, is to render such structures in high-resolutions
at interactive frame rates.

We employ an image-parallel ray-casting algorithm and use im-
plicit mathematical representations of the ball-and-stick glyphs. To
generate high-quality molecular surface representations, we em-
ploy higher-order filtering functions (B-spline and Catmull-Rom
splines) in addition to supporting grid-independent computation of
approximate electron densities.

3.4 Interactive features

CAVE2 provides tether-less 3D navigation using a wireless 6
degrees-of-freedom joystick coupled with head-tracking. We im-
plemented a kite interaction metaphor; the user flies through the
simulation by pressing the trigger button on the joystick and phys-
ically moving and/or rotating the joystick in the desired direction,
which translates and rotates the user’s vantage point accordingly.
Wireless head tracking also provides a user-centered perspective,
allowing the tracked user to explore the simulation by physically
moving in the immersive environments and by turning his/her head.

The user can also edit the transfer function interactively using
the wireless wand, or using a separate user interface on a laptop or
tablet display. By changing the shape of the transfer function or the
colors assigned to electron density ranges, the user indirectly af-
fects the resulting surface representation (see Figure 2). Modifying
the transfer function updates the visualization in real-time, allowing
the user to smoothly transition through various surface interpreta-
tions. The user also has control over all aspects of the visualization,
including the overall opacity of the volume and the quality of the
rendering, all of which can be changed interactively.

4 IMPLEMENTATION

We give an overview of the implementation, illustrate the data struc-
tures, and then describe the ray-casting algorithm.

4.1 Overview

Our implementation uses a distributed, image-parallel algorithm to
perform volume rendering of electron density fields and to ray-cast
ball-and-stick glyphs in one pass. To speed up rendering, we em-
ploy an in-core solution making sure at least one time step of the
simulation is replicated and loaded into the GPU memory of all ren-
dering nodes. For longitudinal MD simulations with a large number
of time steps, we page-in time steps from the main memory to the
GPU just before rendering.
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Figure 5: Illustration of the Macrocells data structure used to store
analytical representations of ball-and-stick glyphs in GPU memory.

To scale up the visualization to high-resolution multi-panels im-
mersive systems, we employ multiple GPU nodes for rendering
with each node assigned a rectangular portion of the scene for load
balancing. In the CAVE2 system, we use a 36-node cluster to render
the immersive visualization on 72 LCD panels in parallel. To pro-
vide a viewer-centered perspective, the algorithm cast rays from the
position of the user’s head to each of the panels. Figure 6 illustrates
this process.

Stereoscopic rendering is achieved by rendering and interleav-
ing two images separated by the average inter-pupillary distance
(63 mm). To support correct stereoscopic viewing for multiple co-
located individuals (e.g. Figure 7), we normalize the head orien-
tation when rendering the view of each panel so that the eyes are
always parallel to the screen’s surface. While this results in some
distortion between the tiles, this distortion is minimal in practice,
and a good compromise to enable multiple collaborators to simul-
taneously view the visualization (albeit, from the perspective of a
single tracked user).

4.2 Data structures

We employ a uniform ‘Macrocells’ 3D grid to represent ball-and-
stick glyphs analytically in the GPU memory. Each voxel (typically
64 Å3) in the Macrocells grid stores information about the atoms
and bonds that are within the extent of that cell, or those that partly
overlap with the borders of the cell. A single ball or stick spanning
multiple cells will therefore be represented in all of them. How-
ever, instead of replicating atom and bond data across several cells
we store pointers to this information; each cell contains three point-
ers into a contiguous ‘indices array’. The indices array contains
the global ID of every ball and stick in the simulation. The actual
physical properties of the balls (center, atom type, radius, color)
and sticks (center, cylinder length, cylinder radius, orientation) are
stored in a separate array indexed by a global primitive ID. Figure 5
illustrates this scheme.

4.3 Approximating electron density

Electron charge densities can be plotted from density functional
theory (DFT) computations. For most MD simulations and particu-
larly large classical MD, DFT computation is infeasible. Therefore,
we provide a method to approximate electron density using Gaus-
sian distributions, either based on the Van der Waals radii of atoms
or averaged from bulk DFT computation, if that data is provided.
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Ma
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Electron density 
volume sampling
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(ray-glyph intersection 
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Ray termination

LCD panels

Viewer's
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Figure 6: Illustration of the immersive, distributed ray-casting pro-
cess.

The approximate electron density at point X in the 3D space is
the summation of the electronic contribution from all atoms that are
within a limited distance of X . The contribution of a single atom
centered on C to X is a radial basis function:

φ(X ,C) = φ(‖X−C‖) (1)

For a point X in macrocell M, the total electronic density is:

ψ(X) = ∑
C⊂M

φ(‖X−C‖) (2)

We use a Gaussian formulation of φ(x) =
√

we
−x2

w2 where w is
the covalent radius of the atom (assuming a Van der Waals radius
of roughly twice the covalent bond length). This approximation
can be precomputed offline over a uniform 3D grid. Alternatively,
it can be done in real-time by evaluating equation 2 along they ray.
While the latter solution is more attractive as it gives us a resolution-
independent solution, it could potentially slow down the visualiza-
tion. We therefore report rendering times for each separately in
Table 1.

4.4 Ray-casting

The ray-casting algorithm traverses the Macrocells grid at discrete
intervals using the 3DDA algorithm [1], and reads the list of ge-
ometry indicated by the balls start, sticks start, and
sticks end pointers (Figure 5). Because the list of glyphs can-
not be depth-ordered within a macrocell for all possible perspec-
tives, the algorithm has to test every primitive (sphere or cylinder)
in the current macrocell against the ray. If a hit is detected, the
surface of the closest glyphs is Phong shaded. After testing all the
glyphs and determining the hit point, the charge density volume is
sampled within the current macrocell and the color is accumulated
according to the transfer function.

The algorithm terminates the ray when it hits one of the glyphs
(we only support fully opaque glyphs at the moment). Otherwise,
the algorithm proceeds along the ray to the next macrocell and
repeats the above process. We also skip empty Macrocells (elec-
tron density is zero without atoms) and use an opacity termination
scheme to stop the ray when the accumulated volume opacity satu-
rates the pixel. Figure 6 illustrates this scheme.
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Table 1: Data characteristics and rendering speeds in frames per second (FPS) achieved in the CAVE2 environment

Precomputed density grid Real-time density computation

Dataset Atoms Density grid size Mono FPS
min - max (avg)

Stereo FPS
min - max (avg)

Mono FPS
min - max (avg)

Stereo FPS
min - max (avg)

Octyne reactivity study 200 301 x 301 x 301 6 - 70 (15) 5 - 64 (12) 4 - 14 (7) 2 - 7 (2)
Carbon Nanosphere 740K 219 x 219 x 219 7 - 31 (17) 8 - 23 (12) 2 - 10 (5) 1 - 4 (2)

Amorphous SiO2 Glass fracture 5M 1601 x 567 x 107 5 - 28 (15) 4 - 30 (13) 1 - 3 (3) 1 - 3 (2)
Al2O3 Nanoparticles 15M 1221 x 611 x 611 3 - 12 (7) 2 - 32 (5) < 1 < 1

5 USE CASES

We illustrate our techniques with four example use cases in
nanoscale materials design and computational chemistry. We also
report on preliminary validation results with users from these do-
mains. For each of the example datasets, we generated approximate
electron density volumes, except for the Octyne Reactivity study
which came with a DFT-computed charge density volume.

1. The first dataset is a small-scale DFT simulation. The system
is composed of 5 amine molecules (Octylamines) and 1 hy-
drocarbon (Octyne) molecule adsorbed together on the same
face of a 35 atoms Platinum pyramidal cluster. The goal of the
study is to investigate the reactivity of the Octyne molecule
and how it is affected by the presence of amines (Figure 7).

2. The second dataset represents a quasi-spherical amorphous
carbon structure used as the anode material for intercala-
tion in Lithium-ion energy storage. The structure has been
obtained from an MD simulation involving approximately
740,000 atoms (Figure 3).

3. The third dataset is a nanoscale simulation of an amorphous
glass (SiO2) fracture computed in a 5 million atoms MD sim-
ulation (Figures 1 and 2).

4. The forth datasets is a MD study of the combustion of
three aluminum nanoparticles coated in amorphous alumina
(Al2O3). The modeled system comprises 15 million atoms
densely pack into three nanoparticles. The study aims to un-
derstand the stages in the burning process (Figure 4).

Figure 7: Our technique can also be applied to visualize electronic
structures obtained from Density Functional Theory (DFT) simula-
tions. High-quality rendering of electron and molecular orbitals can
be achieved with an appropriate transfer function. The inset illus-
trates an overview of the structure.

5.1 Rendering performance

We evaluated our implementation in the CAVE2 immersive envi-
ronment [17]. CAVE2 is a cylindrical immersive environment
measuring 24 feet in diameter and 8 feet in height. It consists of
72 micro-polarized, passive stereo LCD panels that are arrange
on the circumference of the cylinder, providing a 320-degrees
panoramic view at a total stereoscopic resolution of 74 Megapix-
els (37 Megapixels per eye). The system is driven by a 36-nodes
cluster with each node driving two of the 72 LCD panels at a res-
olution of 2 Megapixels. Each of the 36 nodes boasts an Nvidia
GTX 680 graphics card with 2GB of video memory, 64GB of main
memory, and a 16-core 2.9GHz Intel Xeon E5-2690 processor.

To get a sense of the performance under real usage conditions,
we generated plausible fly-through trajectories, moving through
the datasets to generate different view configurations ranging from
closeups to overviews. Table 1 lists the worst, best, and average
frame times achieved in the CAVE2 system, breaking them down by
the volume rendering method (precomputed electron density grid
vs. real-time density computation in the GPU). We also report sep-
arate results for stereoscopic and monoscopic rendering.

In the four datasets we evaluated, we were able to achieve real-
time interactive rendering using precomputed electron density grids
(columns 4-5 of Table 1). The rendering algorithm scales solidly up
to 5 million atoms with an average frame rate of 15 FPS. The frame
rate halves by the time we get to 15 million atoms, but we still
achieve interactive rendering at 7 FPS. Non-surprisingly, rendering
is about 2-3x faster with a precomputed electron density grids, com-
pared to real-time density computation (columns 6-7). Yet, we were
able to achieve reasonably interactive speeds with the latter, except
for our largest dataset. These results are generally competitive with
published SPH rendering techniques [5].

5.2 Preliminary user evaluation

The development of the proposed technique was a collaborative ef-
fort with computational chemists, physicists, and materials scien-
tists at Argonne National Laboratory and the University of South-
ern California. As discussed in section 3, our goal was perceptual
scalability and the desire to highlight emergent high-level features
in the molecular structure. Secondly, we wanted a flexible defini-
tion of molecular surfaces to enable scientists to explore different
boundary interpretations. To provide some user validation of these
goals, we report our informal observations on how scientists uti-
lized the visualization to view and analyze their molecular datasets.
These observations shed a light on the advantages of the hybrid vi-
sual metaphor and the analytical tasks it supports. However, further
evaluation is needed to formally validate these observations and fur-
ther refine the technique.

For large-scale MD datasets (such as the simulation of amor-
phous glass fracture and the combustion of aluminum nanoparti-
cles), volumetric surfaces were particularity successful at abstract-
ing low-level details in the structure. For instance, in the glass frac-
ture dataset, one researcher was able to identify the fracture mode
in the amorphous silica system by flying into the fracture. The task
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was simplified by rendering an opaque surface with a transfer func-
tion that emphasizes low electron densities, which consolidated the
structure. This in turn allowed the researcher to visually compare
the spatial configuration of the two sides of the fracture with rela-
tive ease. The researcher was also interested in understanding the
morphology of the fracture surface. Is it sharp and clean, or is it
rough and bumpy? And how does it vary across the fracture? A
semi-transparent volumetric surface allowed the researcher to in-
vestigate those questions. Additionally, the researchers was able to
see through the electron charge cloud and investigate atom arrange-
ment patterns near the surface of the fracture. The electron cloud
also served to naturally reduce visual clutter by producing a ‘fog’
effect, which reduced interference with distant atoms.

Volume rendering was also useful as a visual classification tool
when the number of atoms in the system was too large to render
them individually. For example, in the simulation of aluminum
nanoparticles combustion, we able to visually segment the amor-
phous alumina shell from the aluminum core in the center of the
nanoparticle using an appropriate transfer function (see Figure 4).
We used a cross-sectional clipping plane to slice through the data,
which allowed the researcher to see how oxygen and aluminum mi-
grate at the interface of the particles by looking at changes in the
electron density cloud.

The hybrid volume + glyphs technique was also useful for com-
putational chemists who need to see the molecular as well as
the electronic structure. Volume rendering proved more flexible
compared to traditional isosurface-based techniques, allowing re-
searchers to plot a range of charge density values as uncertainty
clouds, in addition to the ability to emphasize known electron or-
bitals with sharp peaks in the transfer function (see Figure 7).

6 CONCLUSION

Large-scale Molecular Dynamics simulations pose a challenge for
current visualization techniques. For many nanoscale materials de-
sign and alternative energy applications, conventional molecular
surfaces are semantically inappropriate as they cannot portray the
uncertainty in boundaries at the nanoscale. Real-time rendering of
molecular surfaces is also prohibitively expensive. In this paper, we
argued for a hybrid visual metaphor for the visualization of com-
plex nanostructured materials via volume rendering of approximate
electron densities. We demonstrated the expressiveness of this ap-
proach and its scalability with respect to data size and the resolu-
tion of the output framebuffer. We also described a distributed GPU
ray-casting scheme for visualizing large-scale atomistic simulations
in ultra-resolution immersive environments. While orthogonal, the
coupling of these two components result in clear analytical advan-
tages over existing molecular visualization techniques.
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