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Abstract

Much of the data that s stored in scientific
databases is collected through experimentation. In
this paper we propose a new interface to scientific
databases: the SANDBQOX: Scientists Accessing Nec-
essary Data Based On eXperimentation. The SAND-
BOX 1s a virtual reality tool which allows an investi-
gator to recreate the original experiment. The investi-
gator places virtual instruments into a virtual reenact-
ment of the ortginal experiment and collects data from
the scientific database in much the same way that the
original data was collected. These instruments give vi-
sual and auditory feedback, allowing the user to browse
through data of any type. We have implemented a pro-
totype of the SANDBOX on NASA’s FIFE scientific
database using the CAVE wvirtual reality theatre.

1 Introduction

Scientific databases are accessed by users from
a wide range of disciplines, mostly unfamiliar with
databases and their associated query languages. These
users need to search for specific pieces of data quickly.
They need to browse through related information to
see 1f it 1s of value to them. They need to relate infor-
mation from different parts of the database.

Much of the difficulty in accessing data in scientific
databases comes from the enormous amount of data
that is involved; but the organization of this data is
also a major problem. Users from various scientific
communities see different relationships between sets
of data. Very often a generic interface 1s provided.
This gives investigators from all backgrounds access
to the data, but each investigator must conform to
this generic structure.

Typically, the data that is stored in scientific
databases was collected through experimentation. We
propose using virtual reality [5] to allow an investi-

gator to recreate the original experiment. The inves-
tigator places virtual instruments into a virtual envi-
ronment and collects data from the scientific database
in much the same way that the original data was col-
lected.

These virtual instruments provide visual and au-
ditory feedback, allowing the user to browse through
the data stored in the scientific database. Virtual real-
ity provides more realistic and direct interaction with
the experiment than standard 2D displays, giving the
user the feeling of being an active participant in the
experiment.

Scientific databases often contain additional infor-
mation that does not fit easily into the rigid struc-
ture of typical databases: notes, drawings, diagrams,
maps, photographs, etc. This meta-data can be seam-
lessly integrated with the graphical data, and the nu-
meric data in the virtual reality interface. As the user
recreates the experiments, the data is retrieved from
the appropriate place, allowing the user to relate data
from multiple sources.

We call this interface the SANDBOX: Scientists Ac-
cessing Necessary Data Based On eXperimentation.
The SANDBOX encourages experimentation. The
user 1s not sitting at a terminal, typing in queries and
receiving columns of numbers as a reward. The user
is placing instruments and performing experiments.

Section 2 discusses the problems with current scien-
tific database interfaces. Section 3 discusses our pro-
posed interface. Section 4 discusses our implementa-
tion of the SANDBOX paradigm. Finally, Section 5
gives our conclusions and plans for future work.

2 Scientific databases

Scientific databases [6, 9] contain very large
amounts of data on many different, but related topics.
The form of the data i1s not known ahead of time as the
data is collected by investigators from a wide range of



disciplines. Each discipline stores data in its own way.
All of this makes 1t very difficult for investigators in
other fields to access the data.

When an interface to a scientific database is de-
signed, its creator typically imposes a generic struc-
ture on the database - a hierarchical menu system.
This gives users from all backgrounds a way to access
the data, but each user must conform to this generic
structuring of the data. Unfortunately the menu sys-
tem does not provide enough flexibility for a wide
range of users. The users may not know enough about
the domain to make appropriate choices, and it does
not help the user with ill-defined queries.

Graphical query languages [8, 12] have been pro-
posed to simplify the interface by making the database
schema more visible, reducing typing, and allowing
users to rely on recognition rather than memorization.
Unfortunately the schema of scientific databases are so
large and complicated that the user rapidly runs out of
screen real-estate, and the graphical metaphor quickly
becomes cumbersome for complicated queries.

Toannidis, et al [7] developed a graphical interface
for the management of scientific experiments and data
which makes large schemas more manageable. While
useful for scientists involved in the original experi-
ment, this approach has several shortcomings for users
less familiar with the original experiment. The origi-
nal schema may not match the relationships seen by
all users. The users may not know what data 1s avail-
able and may not know enough about the domain to
make appropriate choices.

Other related work includes replacing the current
data visualization systems with visualization tools,
such as Stonebraker’s Tioga [15], built on top of more
powerful database components. These systems rely
on a data flow visual language to move data through
a series of predefined operations. Of course, before
the user can visualize the data, the user must find the
appropriate data in the database.

Ahlberg, et al [2] experimented with using graphi-
cal widgets to formulate database queries on a small
database. By hiding the database schema and allow-
ing the user to interact directly with the data values,
the users to gained a faster and better understand-
ing of the data than with queries based on textual
interfaces. Allowing the user to have a more realis-
tic interaction with the data values of a much larger
database should give the user a more intuitive way of
accessing their data.

Hypertext [10] has been proposed as a way to give
users the capability to browse through the meta-data
associated with scientific databases [16]. This gives
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Figure 1: Overview of the SANDBOX

the users better understanding of the contents and
organization of the database. Allowing the user to
browse through the data in the database as well as the
meta-data should give the user a better understanding
of the relationships among the various data.

Data retrieval is only one aspect of the scientific
analysis process [14]. The SANDBOX integrates data
retrieval with visualization giving the user familiar
metaphors, reducing cognitive load, and enhancing the
scientific analysis process.

Investigators using traditional interfaces must first
take their understanding of the experiments and con-
vert it into an understanding of the database schema.
Then they need to learn the query language to retrieve
the data they require. Then they need to visualize the
resulting data in a way that is meaningful to them.

Investigators using the SANDBOX have several ad-
vantages. The database schema is hidden from the
user, while still allowing access to all the data. Users
deal with familiar concepts and can directly manipu-
late instruments in a more natural environment. Users
can perform visualization while retrieving data.

3 SANDBOX

The SANDBOX is a ‘virtual laboratory’ that can
be configured for different experiments on different sci-
entific databases by loading in different sets of instru-
ments, and environments. The exact instruments, and
the way space and time are modeled, will depend on
the individual environment. The laboratory can be-




come as large as the universe or small as an atom, it
can move through time or space, depending on the ex-
periments being run inside it. Space can be measured
in angstroms, kilometers, or light years. Time can be
measured in nanoseconds, days, or millennia.

The user interacts with the scientific database by
running experiments in the virtual environment. The
user chooses instruments, and places them at certain
sites for appropriate time intervals. In the SAND-
BOX ‘what’ is determined by the choice of instrument,
‘where’ 1s determined by the choice of site, and ‘when’
is determined by the choice of time interval.

As time passes in the virtual environment, the vir-
tual instruments give the user visual and auditory
feedback similar to that provided by the actual in-
struments used in the actual scientific experiments.
The investigator can use this feedback to add addi-
tional instruments to the experiment, move the in-
struments to other locations, or remove unnecessary
instruments. These instruments allow the user to vi-
sualize the contents of the database before any actual
data is retrieved, so the user can browse through the
data. Once the user has placed the appropriate in-
struments into the environment and set the appropri-
ate time interval, the information is retrieved from the
database and stored in an external file for further use.

In the SANDBOX, virtual reality gives the user
more control over their virtual experiment. With con-
ventional 2D displays the user would have to use a
mouse, or joystick to position an instrument. With
virtual reality the user can use their hand to actually
place the instrument at the appropriate point in the
3D environment. Conventional 2D displays make it
difficult to see 3D relationships. These relationships
appear naturally in the 3D virtual environment. The
sound capabilities of conventional displays are crude
compared to the surround sound capability of virtual
reality [3]. Virtual reality gives the user an environ-
ment to work in, rather than a screen to look at.

3.1 Components

An overview of the system 1s shown in Figure 1.
The SANDBOX is composed of three main compo-
nents: the Virtual Reality (VR) Interface, the Pre-
processor, and Local Memory.

The VR interface is responsible for the maintaining
the virtual environment. It displays the virtual instru-
ments visually and audibly, and monitors the user’s
actions within the virtual environment. Based on the
user’s actions, the VR interface sends requests to the
preprocessor to obtain the necessary data. Based on

the current virtual time the VR interface displays the
appropriate data from the local memory.

The preprocessor is responsible for interfacing with
the various components of the scientific database to
quickly retrieve data according the the needs of the
VR interface and store it in local memory.

The local memory maintains all the information
necessary to support the VR interface. This includes
information on the user, the various tracking devices,
and instruments that the user has placed in the virtual
environment.

3.2 Instruments

As the user recreates the experiments with the vir-
tual instruments, the SANDBOX retrieves the appro-
priate information from the appropriate source. Some
instruments are linked to numeric and textual experi-
mental data; some are linked to graphical, audio, and
other experimental data; some are linked to meta-
data.

Before a virtual instrument can be used to display
data values, the instrument must be linked to the sci-
entific database. This linkage 1s a combination of an
instrument class, an access function, and a set of filter
functions. The instrument classes convert data into
visible and audible form; the access functions retrieve
data from the database; the filter functions perform
transformations on the data.

Each instrument is a member of some instrument
class (e.g. each individual thermometer instrument
is a member of the thermometer instrument class.)
The class maintains static information common to all
instruments of that class. Each instrument class is
composed of two independent functions: a V-function
to map values into visual form, and an A-function to
map values into auditory form. These functions allow
the user to see and/or hear the values.

Each instance of an instrument class, that is each
virtual instrument placed at a site, maintains its own
dynamic data. The dynamic data includes the data
currently being visualized by this instrument (e.g.
temperatures for several days at this site) and the
current visualization settings on this instrument (e.g.
the minimum and maximum temperatures to be dis-
played.)

An access function takes a site identifier, and a time
range and retrieves information in the form {time,
data values} from a specified part of the scientific
database. This access function could retrieve data
from a tabular file, a file containing a single large data
value (e.g. a satellite photograph), a table in a re-



lational database, or an object in an object-oriented
database.
An access function has the following form:

{source, {time attribute}*, {space attribute}*,
{value attribute}*, S-function, T-function}*

file, object, database relation
locates the data values in time
locates the data values in space
data values

maps a site into space attributes
maps a time into time attributes

source:
time attribute:
space attribute:
value attribute:
S-function:
T-function:

Given a site and a time, the S-function and T-
function convert these values into appropriate space
and time attributes for this part of the scientific
database, respectively. An access function may not
have any time attributes or space attributes if the time
and/or site uniquely determined the source.

Each access function must have at least one value
attribute though this attribute can be arbitrarily large
(e.g. asingle site photograph, or a single sound record-
ing.)

Once the space and time attributes are generated
by the S-function and T-function, the appropriate
data values in the source for those space and time
attributes can be retrieved. The inverse of the T func-
tion is used to convert each of the time attributes to
the internal time representation. This time index is
added onto each {time, data values} information ele-
ment so that all of the information elements in local
memory have a common time index.

As the experiments may have been conducted by
different groups, times in the scientific database may
have multiple formats. The rate of information col-
lection may also vary between experiments (e.g. some
values collected once per day, some once per hour.)
As the actual experiment took place over a certain
bounded range of time, we can convert these multi-
ple time formats to a single time index for the sake
of quicker indexing. This way all of the information
elements in local memory have the same time index
format.

Time in the SANDBOX is taken as absolute time
from the beginning of the experiment with the gran-
ularity of time dependent on the individual experi-
ments. It is important that the actual time values be
stored in memory as well as the computed time in-
dex so the user can be assured that the values being
output by the interface are the same values that were
recorded during the actual experiment.

The SANDBOX uses two types of filter functions:
access filters and display filters. Access filters filter
the data values as they are retrieved from the scientific
database before they are placed into the local memory.
Display filters filter individual data values before they
are displayed by a virtual instrument.

The access filters are applied only once. Access fil-
ters ensure all the data stored in the local memory has
the same format. For example, an access filter could
insure that all the temperature measurements are in
degrees Celsius and that null values are consistent.
Access filters are also used to perform time consum-
ing operations on large data sets. For example, rotat-
ing, cropping, and enhancing a satellite photograph
would be very time consuming to perform each time
that photograph is to be displayed. If the user does
not require control over these operations, it would be
better to perform such operations once, as the data is
loaded into local memory.

The display filters are applied each time a value is
retrieved from the local memory, before it 1s displayed
by one of the instruments. Display filters give the
users control over the virtual instruments. For exam-
ple a user could set the minimum temperature to be
displayed.

A linkage 1s a combination of an instrument class
and a set of access functions and associated filter func-
tions:

{instrument_class, {sile range,time range,
access function, filters}™}

Each instrument class has a set of access functions
and filters based on the range of sites and times they
apply to. A single instrument may be used to visual-
1ze data stored in different ways. For example, rainfall
may be recorded as total accumulation, or as rainfall
over the last hour. Wind direction and speed may
be recorded as x, y, z components or as direction and
speed. Each instance of an instrument in an instru-
ment class may have a different access function and
set of filters depending on when and where that in-
strument is placed.

When the user places an instrument at a site for a
given range of times, a new instance of that instrument
class is created. The appropriate access functions for
that instrument class at that site over that range of
times read the data values into that instrument’s local
memory, passing them through the access filters. The
display filters are brought into that instrument’s local
memory as well, to be used when the data values are
displayed.

Each scientific database requires its own set of in-
struments, access functions and filters. Once these in-



struments’ V-functions, A-functions, and filters have
been created they can be stored in a library and used
again in future interfaces for scientific databases in
similar fields of study. This allows the designer to
choose appropriate combinations to create the neces-
sary instruments.

3.3 Data storage

Current database access methods are not fast
enough to support the needs of virtual reality [13].
Virtual reality requires very fast access times. For
smooth movement of a three dimensional image, at
least 15 frames per second must be generated for each
eye [20]. Generating a frame involves accessing all
the relevant information, converting it into graphical
form, and drawing it once for each eye.

Relevant portions of the database need to be
brought into local memory before the visualization
can begin, or as the visualization is proceeding in a
form of progressive refinement. Typically, during sci-
entific visualization all of the necessary information is
loaded into RAM before the visualization begins. This
is clearly not possible here given the huge amount of
data involved. Since visualization is used while re-
trieving information, not just afterwards, the entire
database needs to be accessible.

Data storage is therefore hierarchically organized
into four levels:

e Display data - The data currently ready to be con-
verted to visual and auditory form in the current
frame. Each instrument placed at a site maintains
its own display data.

e Instrument data - The data currently being in-
dexed by an individual instrument. This includes
all the data for this instrument at this site for the
currently selected time interval. For each frame,
a subset of this data becomes the Display data.
The instrument data also includes the display fil-
ters and the settings on the display filters.

o Workspace - The workspace acts as a cache for the
Database data. It holds data that is not currently
Instrument data, but might become Instrument
data in the near future.

e Database data - The scientific database itself.
The database may be local, or remote, and is
probably a heterogeneous environment.

As the user chooses instruments, times, and other
experimental parameters in the virtual environment,

the VR interface passes this information along to
the preprocessor. The preprocessor determines which
parts of the database are likely to be accessed in the
near future. Relational tables can be partitioned verti-
cally and horizontally, objects can be isolated, and files
can be marked. These blocks of information can then
be moved into local memory before they are needed
by the visualization system.

When the user selects an instrument, the prepro-
cessor needs to quickly display all the possible sites
where the selected instrument can be placed. The
data manager also creates an autonomous process to
begin reading in all of the appropriate data into the
workspace in local memory based on the currently se-
lected instrument and time intervals.

When the instrument is placed at a specific site,
the appropriate data can be further partitioned us-
ing the selected site. Information retrieved by the au-
tonomous process for that selected site 1s moved from
the workspace to memory indexed by the chosen in-
strument (becoming instrument data.) Information on
other sites is kept in the workspace if there is room.
Since the user placed one copy of this instrument, it is
likely that they will place another, so this information
is retained if possible.

If the autonomous process was not able to move
all of the appropriate data into the workspace before
the instrument was placed at a specific site, then the
first process is terminated and a second autonomous
process is created to read in only that information
for the selected instrument and the selected site and
the selected time. This information is moved directly
from the database to memory indexed by the chosen
instrument (becoming instrument data.)

When the user increases the time interval being dis-
played, additional information must be loaded into in-
strument data for all the instruments currently placed
at a site. When the user reduces the time interval
being displayed, similar information can be discarded
from the instrument data. If there is room, this infor-
mation can be kept in the workspace.

The actual queries generated will depend on the
specific way the data 1s stored. Traditional query op-
timization practices can be applied to the individual
queries to reduce the data access time.

Once the user has placed all of the appropriate in-
struments into the virtual environment, set the appro-
priate times, and adjusted the appropriate settings on
the instruments the user can output all of the instru-
ment data to a file for further study.






Figure 4: The Instrument Pallet

rainfall amounts are measured with the beaker, no
matter who collected them or where they are stored.

In a large scientific database there would be far too
many instruments to display conveniently on a sin-
gle small instrument pallet. The user would be able
to activate a second larger scrolling instrument pallet
containing all the possible instruments (including ad-
ditional meta-information about their function) and
move the necessary ones over to the small instrument
pallet as needed.

The user chooses an instrument by moving the
wand to an instrument on the instrument pallet, press-
ing a button on the wand, and carrying a three dimen-
sional copy of the instrument off the pallet. All of the
sites where the user can place that instrument, that
is all the sites where this type of data was originally
collected, are then highlighted on the 3D plane. The
user can place a copy of a virtual instrument at any
number of the available sites. While the amount of
data in the database 1s very large, the number of sites
for each experiment is typically small (10 to 15 sites),
giving sparse coverage of the total experiment area.

Once the instrument 1s placed at a site, it begins to
operate. The mercury level in the thermometer rises
and falls with the temperature. The water level in the
beaker rises and falls with the rainfall. The orienta-
tion of the wind sock changes with the direction, and
speed of the wind. This allows the user to see how
the measurements inter-relate (e.g. the mercury level
dropping in a thermometer as a beaker begins to fill.)

The user can also hear the instruments. A beaker
makes a ‘drip’ sound when its water level rises. The
faster the water level is rising, the louder the ‘drip.’

A wind sock makes a ‘whoosh’ sound. The stronger
the wind, the higher the pitch of the ‘whoosh’. A
thermometer makes a ‘cicada’ sound. The higher the
temperature, the louder the ‘cicada.” A user doesn’t
have to watch all the instruments all the time. An
instrument draws attention to itself when there 1s a
change in its value.

The user can see a record of how the measured val-
ues change over time on a graph on the front wall. The
minimum and maximum values on the graph match
the minimum and maximum values each instrument is
set to display. Watching the values change over time
the user can see trends that are not apparent from the
data itself. If the user requires quantitative numeric,
as well as qualitative graphical values, they can be
displayed above each instrument. These quantitative
values rotate horizontally and vertically to follow the
user. They are always readable no matter where the
user is standing in the CAVE.

The user can alter how the 3D plane is displayed.
The user can enlarge or shrink the 3D plane. The
entire 3D plane can be displayed within the CAVE,
or parts of it can lie outside the walls of the CAVE,
depending on whether the user wants an overview of
the entire experiment, or a close-up view of a certain
area. The user can turn the grid lines on to break
the 3D plane up into kilometer square blocks, or turn
them off to get a better view of the landscape.

When the user chooses the satellite instrument and
places it in the sky above the 3D plane, the user can
choose which band to view the landscape in. LAND-
SAT photographs from the database are mapped onto
the 3D plane as shown in Figure 5 where the user is
viewing the landscape in the infra-red. In the actual
scientific database the user must refer to a site using
its site ID number. In the SANDBOX the user can
see where the sites are located. If the user wishes to
measure the temperature near a river, or at high alti-
tude, or where the satellite shows lots of activity in the
infra-red, the user can see exactly where to place the
instrument. The graphical information is integrated
with the numeric information. In the actual scientific
database the user would have to integrate this infor-
mation manually.

The user views textual meta-data (e.g. site infor-
mation, notes) with the notepad, and graphical meta-
data (e.g. photographs taken a site) with the camera.
If the user wishes to see information about a site (its
latitude, longitude, and elevation) the user grabs the
notepad instrument and places it at a site. A page
with the text then appears above it. If the user wishes
to see a photograph taken at a site, the user grabs the



Figure 5: Viewing the Experiment in a Different Light

Figure 6: The Instruments Giving Feedback

camera instrument and places it at a site. The picture
of that site then appears above it. The meta-datais in-
tegrated with the numeric information and the graphic
information. In the actual scientific database the user
would have to integrate this information manually.
Figure 6 shows four instruments placed in the vir-
tual environment: a beaker measuring rainfall, a wind
sock measuring wind speed and direction, a ther-
mometer measuring temperature, and a camera dis-
playing a photograph taken of a site. The beaker,
wind sock, and thermometer have their current values
displayed visually, audibly, and numerically, and the
values over the last six hours are shown (a)-lygrap.-

4.2 Example



SANDBOX allows the user to easily integrate different
types of data.

4.3 Reaction

Our initial testing in the CAVE suggests that users
find this paradigm to be very natural. Picking up
and placing instruments appears to be very easy and
intuitive. We’ve observed users bending down to place
their instruments onto the 3D plane, even when they
can just stand over the site and push the button on
the wand. The environment and the instruments are
realistic enough that the users are treating them as
real objects.

Unfortunately this ‘realism’ can be physically tir-
ing. Users must walk to the instrument pallet to
choose instruments, and must walk to the calendar to
choose dates. The interface currently allows the user
to select a site by positioning the wand over the site,
not forcing the user to actually touch the 3D plane.
Expanding on this and allowing the user to choose in-
struments or dates from anywhere in the CAVE should
further reduce this fatigue.

Another ‘realistic’ problem is the height of various
virtual objects in the CAVE. The satellite is too high
for short users; the 3D plane is too low for tall users. In
future, the virtual environment will be more flexible.

Sound appears to be very useful in small doses but
becomes overwhelming when overused. Giving the
user control over the sounds will allow the user to ac-
tivate sounds for certain important instruments.

In the current implementation it would be very
tiresome and repetitive to place many instruments at
many sites, or to choose many days from the calen-
dar. Clustering may be an effective means of reducing
this burden. Future versions of the SANDBOX should
allow the user to place clusters of instruments simulta-
neously as was done in the actual experiment. Being
able to select multiple sites and times simultaneously
would also be useful but this would depend heavily on
the specific implementation of space and time in the
virtual environment.

4.4 Desktop version

This method of extracting data through recreation
of experiments, and the integration of the meta-data
does not rely on virtual reality. While virtual real-
ity provides a direct manipulation immersive environ-
ment, these same techniques could be applied to more
common, less costly, hardware. The SANDBOX could
be run in a ‘fish tank’ [1] desktop environment retain-
ing the three dimensional interaction of the CAVE.

Unfortunately this desktop interface is not immersive,
and the user has less direct manipulation.

A typical desktop version is composed of the
following hardware: an SGI Indigo Elan and
StereoGraphics-ready monitor, a pair of StereoGraph-
ics’ CrystalEyes glasses with infra-red emitter, a head
tracker, and a Logitech 6D mouse with ultrasonic
emitter. The monitor and glasses allow the user to
see the SANDBOX in 3D. The head tracker allows
the scene to shift appropriately as the user moves their
head. The 6D mouse replaces the wand in the CAVE
allowing the user to interact with objects in the 3D
environment. In effect; this hardware set up brings
one of the CAVE walls to your desktop.

The CAVE and the desktop versions each have their
advantages and disadvantages: The desktop version
($50,000) is overwhelmingly cheaper than the CAVE
($1,000,000.) The CAVE is immersive, the desktop
version is not. Even with a stereo display and devices
such as a 6D mouse, the user of the desktop system
can not have the same ease of control or degree of
direct manipulation that the CAVE user enjoys. In
conducting a large experiment the desktop user has
an advantage in being able to sit down while interact-
ing with the virtual environment. The CAVE gives
the user a rich virtual environment to work in, but
it is difficult to bring external material into that vir-
tual environment. The user of the desktop system has
easy access to external information through the books
on their desk, their notes, their telephone, other com-
puter programs.

We are currently conducting experiments to better
quantify the strengths and weaknesses of each plat-
form.

5 Conclusions and future work

In this paper we have proposed, and implemented
a virtual reality based interface to scientific databases
based on experimentation. This interface allows an
investigator to deal with familiar instruments rather
than unfamiliar query languages, hiding the scientific
database from the user. This interface allows the in-
vestigator to browse through numeric data, graphical
data, and meta-data without concern for where that
data is retrieved from.

We are currently enhancing our implementation in
the following ways: 1) Increasing the visualization
capabilities, 2) Allowing multiple investigators using
CAVEs at geographically distant sites to cooperate on
setting up a virtual experiment, 3) Decreasing the data



retrieval time from the database using various access
methods 4) Allowing the user to make annotations.
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